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 INTELLIGENT MONITORING  
AND ALERT SYSTEM FOR GIRLS’ HOSTELS

Abstract. The issue of security is a critical concern in today’s world and ensuring the safety of individuals is a 
top priority. Girls’ hostels face unique security challenges that require innovative solutions to address. The purpose 
of the research is to develop an innovative security system that will provide an enhanced level of protection to Girl’s 
hostel residents while also streamlining the hostel’s management operations. This study proposes an Intelligence 
Security System for Girls Hostels that combines the latest advancements in security technology with a user-friendly 
interface to provide enhanced protection for the residents. The proposed system utilizes fingerprint authentication 
as a password, allowing residents to enter and exit the hostel with ease and security. Upon entry, a notification is 
sent to the parents’ registered cell phone number, providing them with peace of mind. The system also includes a 
comprehensive database that stores information about the students, their enrollment, and payments, enabling the 
efficient management of the hostel’s operations.

The design of the system is based on the identification of the weaknesses of traditional security systems, 
incorporating user-friendly and Graphical User Interface-oriented features to make it more accessible to users. The 
computerization of the hostel’s transactions and data storage will increase efficiency and provide valuable insights and 
reports that can help with decision-making. Overall, the Intelligence Security System for Girls Hostels aims to create a 
safe and secure environment for residents while also making the hostel’s management tasks easier and more efficient.

Key words: Intelligence Security System, Fingerprint Authentication, Parental Notifications, Global System 
for Mobile Communications, Global Positioning System, Innovative Security System, Graphical User Interface-
Oriented Features.

1 Introduction

Ensuring safety, especially in girls’ hostels, 
is a critical concern in today’s world. Girls’ 
hostels face unique security challenges that need 
innovative solutions [1]. The Intelligence Security 
System for Girls Hostels is an innovative response 
to the growing need for enhanced security measures 
in these facilities [2]. The Intelligence Security 
System for Girls Hostels uses advanced security 
technology, including fingerprint authentication, 
for secure and convenient access [3]. It also 
features a comprehensive database that stores 
student information, enrollment, and payments, 
facilitating efficient hostel management. The 
Intelligence Security System for Girls Hostels 
aims to provide a safe environment for residents 
while enhancing hostel management. It leverages 
computerization for data storage and transaction 
processing, increasing efficiency and providing 
valuable insights for decision-making. It’s an 
innovative, user-friendly solution addressing 
security concerns and operational efficiency in 
girls’ hostels.

The safety and security of girls is a critical 
issue that involves protection from violence, abuse, 
exploitation, and discrimination. It encompasses 
ensuring physical safety, access to education and 
healthcare, and promoting gender equality. All 
stakeholders, including governments, communities, 
and individuals, have a role in this crucial task [4]. 
Hostel management has a responsibility to ensure 
the safety of girls. This includes implementing 
security measures like proper locks and systems, 
regular supervision, and staff training on issues like 
sexual harassment. Clear policies should be in place 
to handle incidents and provide support to affected 
residents. Cooperation with local authorities and 
community organizations is also crucial to create a 
safe environment. The “Intelligent Monitoring and 
Alert System for Girls’ Hostels” is a technology-
driven solution designed to streamline hostel 
management. It covers various operations like 
admission, fee payment, and report generation. 
Developed using languages like HyperText Markup 
Language, Cascading Style Sheets, Bootstrap, 
JavaScript, and Hypertext Preprocessor, and a 
Database Management System like Microsoft SQL 
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Server, it offers a user-friendly interface for easy 
record management. The software ensures security 
with authorized access and allows students to 
generate challans during hostel allotment.

Fingerprint authentication is a crucial feature of 
the Intelligence Security System for Girls Hostels. 
It uses unique fingerprints to verify identities, 
providing secure access control in girls’ hostels. The 
system automatically monitors student movement, 
enhancing security. It also offers a user-friendly 
interface for record management and authorized 
access. The use of fingerprint authentication 
mitigates the risk of lost or stolen keys, thereby 
boosting hostel security [5].

The main objective of the study was to develop 
an innovative security system that will provide 
an enhanced level of protection to Girl’s hostel 
residents.

The literature review of all papers highlights 
the importance and advancement of intelligent 
security systems in various fields. From residential 
environments to educational institutions, public 
transport, health care and even smart grids, these 
articles show the increasing demand for innovative 
and secure       systems. The authors provide a 
comprehensive overview of the current state of 
smart security systems and discuss their strengths, 
weaknesses, and potential for future development.

The authors also emphasize the need for effective 
security systems that can protect individuals, 
property, and data from potential threats. This is 
particularly important in the context of women’s 
safety and health care, where the safety and privacy 
of patients and their data is of utmost importance. 
The authors highlight the need for smart security 
systems that are reliable, user-friendly, and cost-
effective.

This assortment of scholarly articles provides 
a comprehensive overview of intelligent security 
systems across a variety of sectors. Ibrahim [6] offers 
an in-depth look at intelligent video surveillance 
systems, discussing their design, implementation, 
and evaluation. Jadon [7] explores smart home 
security systems, their features, applications, and 
strategies for implementation. Bhati et al. [8] in their 
study reviews security systems for smart campuses, 
while Al-Ahmadi et al. [9] discusses various smart 
security systems, including their features and 
implementation strategies. In their study, Yerragolla 
et al. [10] conducted a research on intelligent security 
systems in residential settings. In addition, the 
study of Baig et al. [11] provides a comprehensive 

overview of smart security systems, including those 
that utilize IoT technology, biometrics, and artificial 
intelligence, and discusses their benefits, limitations, 
and potential areas for future research. Moreover, 
Singh et al. [12] in their study offers an overview 
of various intelligent surveillance systems currently 
available, discussing their applications, benefits, 
and limitations, and suggesting directions for future 
research. Furthermore, the study of Priya et al. [13] 
reviews smart security systems designed specifically 
for women’s safety. Al- Badshah et al. [14] delves 
into the topic of smart security systems designed 
specifically for educational institutions. It provides a 
comprehensive review of these systems, discussing 
their applications, benefits, and limitations, and also 
suggests potential directions for future research. On 
the other hand, Lu et al. [15] reviews smart security 
systems for healthcare, while the study of Sharma et 
al. [16] discusses smart security systems designed 
for smart grids. Finally, Paradkar et al. [17] conducts 
a systematic review of the literature on Intelligent 
Safety System for Women Security. The focus is 
on the design and implementation of these systems, 
offering valuable insights into the practical aspects 
of women security.

2 Design and Development 

The methodology chosen for this research 
is Object Oriented Methodology (OOP). This 
approach recognizes that objects play a significant 
role in our lives, be it in nature, human-made 
entities, business, or everyday products. OOP 
aims to bring this perspective to the creation of 
computer software. It was first proposed in the late 
1960s as a new way of developing software. This 
methodology requires the analyst to identify the 
objects in the system, understand their behavior and 
interactions, and determine their responsibilities 
and relationships. 

The object-oriented analysis focuses on the 
examination of all objects in the system, their 
similarities, differences, and the manipulation 
needed to develop the system. The process of OOP 
begins with analyzing and observing the system 
to be developed, defining the requirements, and 
identifying the objects within the system such 
as students, administrators, computer systems, 
and online allocation systems. In essence, OOM 
involves identifying objects in a system and their 
interconnections, which serves as the basis for 
implementing the system.
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The system environment for the Intelligence 
Security System for Girls Hostels is designed to 
ensure optimal performance and user experience. 
It is configured with both hardware and software 
components that are tailored to meet the system’s 
requirements and ensure its smooth operation. The 
following table 1 and table 2 describes hardware and 
software components of system environment.

 

Table 1 – Hardware Configuration

Component Specification
Processor Pentium

RAM 4GB
Hard Disk 40GB
Monitor 15” Color Monitor
Mouse Yes

Keyboard Yes

Table 2 – Software Configuration

Component Specification
Operating System Windows7

Languages HTML, CSS, Bootstrap, 
JavaScript, and PHP

Database MySQL

The system will consist of a central database 
that will store all the information regarding the 
students and the hostel. The system will also have 
an authentication mechanism which will be used to 
verify the identity of the user. The authentication 
mechanism in this case will be the fingerprint 
recognition system. The system will also have a 
notification system that will notify the parents of the 
students whenever they enter or exit the hostel.

The flow of the system will be as follows: 
the user logs into the web application using their 
credentials and verifies their identity via a fingerprint 
scan. Upon successful verification, access to the 
hostel is granted and entry/exit times are logged. 
Parents receive notifications on their registered 
mobile number each time the user enters or exits the 
hostel. The application includes sections for student 
management and payment management, and a 
reporting section that generates various reports. The 
user logs out to ensure information security.

When a student enters or exits the hostel, they 
authenticate their identity via a fingerprint scanner. 
Upon successful verification, the system sends 
a notification to the parents about the student’s 
arrival or departure. This process ensures secure and 
monitored access to the hostel.

The admin is key in setting up and managing 
the Girls Hostel security system. They handle the 
initial setup, student enrollment, and database 
updates. They also add parents’ contact details for 
notifications. The admin sets up the fingerprint 
system at the hostel’s access points and manages all 
information in the database, including generating 
reports. They maintain the system, ensure its 
functionality, and have the authority to modify 
student information as needed.

The “Intelligence Security System for Girls 
Hostel” is designed based on a client-server 
architecture, with the student as the client and a 
central database as the server. The server handles 
authentication and notifications. The system is 
implemented using programming languages like 
HTML, CSS, Bootstrap, JavaScript, PHP, and 
a database management sys tem like MySQL. It 
incorporates devices such as a fingerprint scanner 
and a computer system for database management.

In the security system depicted in Figure 
1, several components work together to create 
a secure environment. The core of the system 
is the microcontroller unit, which controls all 
operations. Secure access is ensured by the 
fingerprint scanner, while communication with 
the warden’s PC is handled by the GSM module. 
Information is displayed and stored by the LCD 
and memory card, respectively. The keyboard 
facilitates data input, and time logging is done by 
the Real-Time Clock.

The process a student undergoes when entering 
or exiting a hostel, as showcased in Figure 2, 
involves a fingerprint scan for identity verification, 
followed by a parental notification. This systematic 
approach ensures a secure and transparent hostel 
management system.

As depicted in Figure 3, a flowchart of the 
login and access process for a girls’ hostel security 
system web application. It begins with user login, 
followed by fingerprint authentication. Post-
authentication, the system verifies hostel access and 
notifies parents. The application manages student 
information, transactions, and generates reports. 
The process ends with user logout, ensuring system 
and data security.
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Figure 1 – Block diagram Fingerprint Security Module System [1]

Figure 2 – Flow diagram Fingerprint System
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Figure 3 – Web app of the girl security system

 

Figure 4 – UML-Diagram of Hostel Monitoring System
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The Unified Modelling Language Diagram 
(UML-Diagram) in Figure 4 provides a graphical 
tool typically used in computing to structure 
data within databases or information systems. 
This specific ER-Diagram features six entities: 
STUDENT, HOSPITAL, SERVICES, ROOM, 
STAFF, and VISITOR, all interconnected to 
illustrate their relationships. For example, the 
STUDENT is “Admitted to” the HOSPITAL, 
which in turn “Offers” SERVICES. These 
SERVICES are associated with a “Type” of 
ROOM, which is linked to a “Staff Id” from 
STAFF. This diagram serves as a clear, structured 
overview of the system’s interactions, proving 

invaluable for understanding and designing 
database systems.

As outlined in Figure 5, the Hostel Management 
System orchestrates the entire process, with Students 
applying for accommodation and the admin handling 
hostel setups.

3 System Architecture

Intelligence security systems are becoming a 
crucial component in ensuring the safety and privacy 
of residents in girls’ hostels. The architecture of 
such a system is typically organized into four key 
layers as you can see in the figure 6.

Figure 5 – Use Case Model of Hostel Management System
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Figure 6 – System Architecture of Integrated Intelligence Security Solutions

Each layer has a specific role, and they work 
together to provide a secure and efficient biometric 
system. The architecture is designed in such a way 
that each layer can function independently, yet they 
are interconnected to ensure smooth operation of 
the system. This layered approach also makes the 
system more manageable and scalable. As depicted 
in Figure 6, the architecture of a biometric system is 
divided into four layers. Please refer to it for further 
details.

- Presentation Layer: This layer consists of 
the biometric system, notification system, and 
monitoring system. These components interact 
with the user and present the information in a user-
friendly manner.

- Business Logic Layer: This layer contains 
an SQL database and a visitor system. It handles 
the processing of data and implements the core 
functionality of the system.

- Data Access Layer: This layer is responsible 
for system calls and data management. It provides 
an interface for the business logic layer to access 
and manipulate data.

- Security Layer: This layer includes a MySQL 
database, a compliance check, and a security check. 
It ensures the security and integrity of the system 
by implementing various security measures and 
compliance checks.

The methodology of developing an intelligent 
security system for a girls’ hostel involves several 
steps. First, requirements are gathered through 
interviews, surveys, and focus groups to identify 
the specific needs and security concerns of the 
hostel. This is followed by a detailed system 
analysis to evaluate the current security system 
and identify areas for improvement. Based on 
the gathered requirements and system analysis, a 
comprehensive solution design is created to address 
the security needs of the hostel. A prototype of the 

proposed system is then developed and tested for 
functionality and performance. Once the prototype 
is refined based on feedback, the final version of 
the security system is implemented in the hostel, 
which includes the installation of hardware and 
software, user training, and system testing. Regular 
maintenance and support are provided to ensure the 
system’s effectiveness, and continuous evaluation is 
conducted to make necessary improvements to meet 
the evolving security needs of the hostel.

4 Result of the implementation

This study underscores the collective 
responsibility in safeguarding girls in hostels. The 
“Intelligence Security System for Girls Hostel” plays 
a pivotal role in this context, offering heightened 
security through cutting-edge technology and an 
intuitive interface. The system leverages fingerprint 
authentication, offering a secure and user-friendly 
way for residents to access the hostel. It also keeps 
parents informed about their child’s movements by 
sending notifications each time their child enters or 
exits the hostel. In addition, the system incorporates 
a comprehensive database for effective hostel 
management. It maintains records of students, 
their enrollment, and payments, thereby optimizing 
operations and enhancing efficiency. The system’s 
design addresses the shortcomings of traditional 
security systems by integrating user-friendly and 
GUI-oriented features. The digitization of the 
hostel’s transactions and data storage not only 
boosts efficiency but also yields valuable insights 
and reports that can assist in decision-making. In 
summary, the results indicate that the Intelligence 
Security System for Girls Hostels successfully 
fosters a safe and secure environment for residents 
while also simplifying hostel management tasks. 
However, it’s crucial to remember that this system is 
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part of a broader security framework, and additional 
measures should be implemented to ensure the 
overall safety and well-being of the residents.

Testing is indeed a crucial part of the 
development process for any system. It involves 
a series of steps designed to identify errors, verify 
objectives, and ensure user requirements are met. 
In our case, the testing of the “Intelligence Security 
System for Girls Hostels” involved several stages to 
ensure its effectiveness and reliability. Let’s delve 
into each of these testing methods:

As shown in Figure 7, we conducted four 
levels of testing in the development process. Unit 
Testing tested individual modules independently, 
such as the fingerprint authentication module and 

the notification system. Following this, Integration 
Testing then checked the interaction between 
these modules. Next, System Testing simulated 
operations like user login and fingerprint verification 
on the integrated system. Finally, User Acceptance 
Testing involved real-world testing by the intended 
audience, collecting feedback, and making necessary 
adjustments for deployment. This process ensured 
the system’s usability, performance, and reliability.

In each of these stages, we were actively 
involved in designing the tests, executing them, and 
analyzing the results. This rigorous testing process 
helped us ensure that the “Intelligence Security 
System for Girls Hostels” is reliable, secure, and 
user-friendly.

As you can see in Table 3, a hostel security 
system is composed of three main components. 
The first is the Web Application, which handles 
various functions such as login, fingerprint 
recognition, and report generation. The second is 

the Fingerprint System, responsible for verifying 
student identities and notifying parents about 
their movements. Lastly, the Admin oversees 
system setup, student enrollment, and system 
maintenance.

Figure 7 – Testing in the development process

Table 3 – Component of the system

Components Features Responsibilities

Web Application

Login, Fingerprint Recognition, Hostel Ac-
cess Control, Parental Notification, Student 
Management, Payment Management, Reports 
Generation, and Logout.

Provide access to the hostel based on fingerprint veri-
fication, store and manage student information, han-
dle payment transaction, send notification to parents, 
generate reports, and ensure information security

Fingerprint System Fingerprint Verification at Entry and Exit, and 
Parental Notification

Verify student identity and notify parents of student’s 
entry and exit

Admin
Setup and Configuration, Enrolling Students, 
Adding Parent’s Information, Setting up Fin-
gerprint Recognition, and Maintenance

Setup and manage the security system, enroll stu-
dents, update student and parent information, and 
maintain the system and ensure its proper functioning
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Table 4 – Features and the benefit for user

Feature Benefit
Login Provides secure access to the system by requiring a username and password.

Fingerprint 
Recognition Enhance security by verifying the identity of the user based on their unique biometric information.

Hostel Access Control Limits access to the hostel to only authorized users, and logs entry and exit times for tracking purposes.

Parental Notification Keeps parents informed for their daughter’s entry and exit from the hostel, providing added peace of 
mind.

Student Management Enables the hostel to store, update, and retrieve information about students residing in the hostel.
Payment 

Management
Handles payment of the hostel fees and other dues by students, providing a secure and efficient way to 
manage financial transcations. 

Reports Generation Generates reports based on various criteria such as hostel fees, payment status, etc., allowig for easier 
and analysia od data.

Logout Secures information stored in the system from unauthorized access by requiring users to log out.

The system, as detailed in Table 4, offers 
several beneficial features. It provides secure access 
through a login feature and enhances security with 
fingerprint recognition. It also restricts hostel access 
to authorized users, keeps parents informed about 
their child’s activities, manages student information 
and financial transactions efficiently, and includes 
a report generation feature for easy data analysis. 
Additionally, it has a logout feature to prevent 
unauthorized access.

By implementing these features, this paper 
provides a comprehensive and secure solution 
for managing the security of girls in the hostel. 
However, it is important to remember that security 
is a complex and ongoing process that requires the 
cooperation and engagement of all stakeholders. 
The use of technology is just one part of a larger 
effort to ensure the safety and well-being of girls in 
hostels.

5 Conclusion

In conclusion, the development of the security 
system has been a valuable learning experience, 
providing insight into security, PHP, SMS 
notifications, file transfer protocol, and team 

collaboration. The hostel management and security 
software were designed to meet the requirements 
of the user and improve upon the existing system. 
The increasing number of educational institutes 
and hostels requires efficient management, which 
this software addresses through its user-friendly 
interface and compatibility with the existing system. 
The research has provided good experience in 
working with security systems and the team is eager 
to apply their knowledge in future security-based 
applications.

The current research has developed a 
security system for a girls’ hostel that sends SMS 
notifications to guardians. However, there are 
potential enhancements that could further improve 
the system’s functionality and efficiency. One such 
improvement could be the addition of a multiple 
notification system, which would extend the reach 
of alerts to other guardians and the hostel provost. 
Another potential enhancement is the implementation 
of a recognition system. This system would verify 
whether the guardian has communicated with 
their child after receiving the SMS. While these 
enhancements would require additional development, 
they could significantly improve the robustness of the 
security solution for girls’ hostels.
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Abstract. In the modern world, as the amount of data used in machine learning is constantly growing, the task 
of accelerating the training of models on large datasets becomes relevant. To solve this problem, methods of 
parallel data processing are used. This paper discusses methods of parallel data processing for machine learning. 
Linear regression and random forest are considered as machine learning methods. Parallel algorithms based on the 
MPI interface were developed for each method. The results of the experiments showed that both methods give 
acceleration compared to the sequential algorithm. However, the acceleration in the case of random forest was 
significantly higher than in the case of linear regression. This is because random forest is a more computationally
efficient method than linear regression. Therefore, it can be concluded that Random Forest is the most effective 
machine learning approach for parallel data processing. This statement is confirmed by the results of experiments 
conducted in this work. Overall, the experimental results show that the use of parallel algorithms in machine 
learning can significantly speed up model training when working with large data sets. Random forest is the most 
efficient method for parallel data processing, as it is more computationally efficient and has higher scalability.

Key words: Machine Learning, Linear Regression, Random Forest, Parallel Computing.

1 Introduction

Machine learning (ML) is a branch of artificial 
intelligence dedicated to creating algorithms that 
can learn from data without the need for explicit 
programming [1,2]. These algorithms find 
applications in various fields such as image 
recognition, natural language processing, and 
predictive analysis.

One of the most widely used ML methods is 
linear regression [3]. Linear regression is employed 
to forecast continuous values using a dataset 
containing pairs of independent and dependent 
variables [4]. Traditional linear regression training 
operates sequentially, and for substantial datasets, 
it can be computationally intensive. This is 
attributed to the quadratic nature of the matrix 
operation involved in the normal function, utilized 
to calculate the weights for linear regression, which 
scales with the number of observations in the 
dataset.

The random forest serves as an ensemble 
machine learning method applied to both 
classification and regression tasks. It involves 
numerous decision trees trained on diverse subsets 
of the dataset [5,6]. Conventional random forest 
training is likewise a sequential procedure, and its 

computational demands can be high, particularly 
for sizable datasets. This is due to the necessity of 
computing numerous data splits for each decision 
tree.

Parallel programming is a software 
development methodology that allows multiple 
tasks to be run simultaneously on multiple 
processors or computing nodes [7,8]. Parallel 
computing can significantly speed up the execution 
of tasks that can be divided into multiple 
independent parts. The importance of parallel 
computing in ML is due to the growth in the size 
and complexity of datasets used in ML 
applications. Large datasets can require significant 
computational resources to train ML algorithms. 
Parallel computing can help to speed up the 
training process and make it more accessible [9].

Parallel learning in machine learning is an 
urgent task. There are various approaches to 
parallelization of machine learning methods, for 
example, in [10-12] the authors developed a 
parallel algorithm for the linear regression method. 
In [10,12], an implementation was given for 
multithreaded systems, and in [11] for systems with 
distributed memory. A similar problem, but for the 
method of support vectors for regression, can be 
seen in [13,14]. In these papers, the authors used 
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the MPI (Message Passing Interface) standard for 
parallelization. And in the works [15,16] one can 
see the use of the same standard, but for the 
Random Forest method. These works show the 
relevance of the problem under consideration.

In this paper, we present a parallel linear 
regression training algorithm that uses MPI to 
parallelize the matrix operations of the normal 
function. Our algorithm can significantly speed up 
the training of linear regression for large datasets.

2 Linear regression

Linear regression stands out as one of the most 
extensively utilized machine learning methods, 
employed for predicting continuous values using a 
dataset that comprises pairs of independent and 
dependent variables. Linear regression has many 
applications in various fields, including:

• Demand forecasting
• Price forecasting
• Sports outcome forecasting
• Image classification
• Natural language processing
In traditional linear regression, the dependent 

variable 𝑦𝑦𝑦𝑦 is assumed to be the linear sum of the 
independent variables 𝑥𝑥𝑥𝑥1, 𝑥𝑥𝑥𝑥2, … , 𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛:

𝑦𝑦𝑦𝑦 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑥𝑥𝑥𝑥1 + 𝜃𝜃𝜃𝜃2𝑥𝑥𝑥𝑥2 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛.

The constants 𝜃𝜃𝜃𝜃0,𝜃𝜃𝜃𝜃1, … ,𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛 are called 
regression weights. They are calculated in such a 
way as to minimize the loss function, often 
formulated as the sum of the squares of the 
differences between the predicted and actual values 
of the dependent variable:

∑ (𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 − (𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 + 𝜃𝜃𝜃𝜃2𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛))2𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1 .

This loss function is called the normal function.
A solution to the problem of minimizing the 

normal function is offered by the least squares 
method. This method includes the following steps:

1. Calculate the matrix 𝑋𝑋𝑋𝑋, consisting of the 
observations of the independent variables.

2. Calculate the vector 𝑦𝑦𝑦𝑦, containing the actual 
values of the dependent variable.

3. Calculate the matrix 𝑊𝑊𝑊𝑊, the inverse of the 
matrix 𝑋𝑋𝑋𝑋𝑇𝑇𝑇𝑇𝑋𝑋𝑋𝑋.

4. The regression weights are determined as 
follows:

𝜃𝜃𝜃𝜃 = 𝑊𝑊𝑊𝑊𝑋𝑋𝑋𝑋𝑇𝑇𝑇𝑇𝑦𝑦𝑦𝑦.                         (1)

3 Random forest

Random Forest serves as an ensemble learning 
method designed for both classification and 
regression purposes. It includes many decision 
trees, each trained on separate subsets of the data 
set.

Leo Breiman introduced the random forest 
method in 2001, and since then it has become one 
of the widely used machine learning approaches, 
finding applications in various fields such as image 
recognition, natural language processing and 
prediction.

The learning algorithm for a random forest 
comprises the following steps:

1. Initialize a set of decision trees 𝑇𝑇𝑇𝑇.
2. For each decision tree:
o Compute a random subset of size 𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 from 

the original dataset.
o Train the decision tree on the subset.
3. Make a prediction by voting the decision 

trees.
On step 2, the random forest algorithm uses 

bagging. Bagging is an ensemble learning method 
that trains a multitude of models on different 
subsets of the original dataset. This helps to reduce 
overfitting, which can occur when training a single 
model on the entire dataset.

On step 3, the random forest algorithm uses 
voting. Voting is a method that combines the 
predictions of multiple models to obtain a more 
accurate predictive result.

4 Parallel architecture

Parallel algorithms of machine learning 
methods were developed as part of the program. 
There are various parallel architectures. Modern 
cluster and supercomputer systems are built on a 
hybrid architecture, i.e. the system consists of 
computing nodes with shared memory, and each 
node can have a multicore CPU and GPU as an 
accelerator. For multicomputer systems and 
systems with a hybrid architecture, the MPI 
standard is usually used in parallel programs. MPI 
(Message Passing Interface) is a programming 
interface (API) for message passing that allows 
processes to exchange messages in a parallel 
computing system. MPI is the most widely used 
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standard for data exchange interfaces in parallel 
programming, and there are implementations for a 
large number of platforms. In this work, this 
standard was used for the parallel implementation 
of the methods under consideration.

There are two main approaches to 
implementing parallel algorithms: model 
parallelism and data parallelism. In the first 
approach, calculations are performed in parallel 
within the model. In the second approach, the 
data is divided into computing nodes, training 
takes place in parallel, and when forecasting, 
each node issues its own forecast, and the final 
decision can be made based on these forecasts 
by choosing the majority or calculating the 
average value.

A parallel linear regression algorithm has been 
developed. In this method, the weights can be 
found using gradient descent, and in some cases 
using the normal equation (1) by the analytical 
method. The equation consists of matrix 
multiplication, finding the inverse matrix and 
multiplying the matrix by a vector. These 
operations were parallelized using the MPI 

standard for shared memory systems. The Gauss-
Jordan method was used to find the inverse matrix
(𝑊𝑊𝑊𝑊). The method itself is not well-parallelized, as 
the calculations have explicit dependencies. 
Therefore, a pipelined parallel algorithm was 
developed. To balance the computations, the matrix 
was distributed to the processes in a cyclic way. 
Matrix multiplication (𝑋𝑋𝑋𝑋𝑇𝑇𝑇𝑇𝑋𝑋𝑋𝑋 and 𝑊𝑊𝑊𝑊𝑋𝑋𝑋𝑋𝑇𝑇𝑇𝑇) and matrix-
vector multiplication (result with 𝑦𝑦𝑦𝑦) were
implemented with row-wise distribution of the 
matrix.

The most convenient method for parallelization 
on cluster systems is the Random Forest method. 
The method builds N decision trees on random 
subsamples. When forecasting, the average value 
from each tree is found. With a parallel 
implementation, N trees are divided into NP 
parallel processes and each process builds its 
decision trees independently of each other. As 
shown in Figure 1, independent decision trees are 
constructed. To do this, the dataset is sent to all 
processes using the MPI_Bcast functions, and the 
mean value, the solution to the problem, is 
combined using the MPI_Reduce functions.

Figure 1 – Parallel Random Forest algorithm

5 Experimental results

Experiments were conducted on a dataset of the 
oil displacement problem. The characteristics of the 
dataset and the results obtained for sequential 
algorithms can be found in the work [17]. Tests of 
the developed parallel algorithms were conducted 
on a computer with an Intel® Core™ i7-10750H 
processor with 6 cores and 12 threads.

The results of parallelization of the Linear 
regression method can be seen in Table 1 and the 

results of parallelization of random forest can be 
seen in Table 2. The tests of the linear regression 
program were conducted on a dataset with a sample 
size of up to 2,400,000, and the tests of random 
forest up to 400,000. The random forest method, 
although more accurate, is computationally 
expensive. Therefore, the tests were conducted on a 
significantly smaller dataset size.

In all tables, the first column means the number 
of parallel processes, the first row means the 
sample size (the number of rows of the matrix X), 
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and each subsequent row is the elapsed time of the 
parallel program's execution. Based on the 
information presented in the tables, you can see 

that both algorithms gave acceleration relative to 
the sequential program. The acceleration of 
programs can be seen in Figure 2.

Table 1 – Execution time of the parallel LR algorithm, sec

NP\m 600000 1200000 2400000

1 4,22 7,52 14,93

2 1,61 4,05 8,44

4 1,29 3,18 6,18

8 1,24 2,83 5,74

Table 2 – Execution time of the parallel RF algorithm, sec

NP\m 100000 200000 400000

1 2,25 4,77 11,3

2 1,2 2,5 5,46

4 0,68 1,36 2,96

8 0,59 1,02 1,91

Figure 2 – Acceleration of LR and RF algorithms
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From the graph, it can be seen that in linear 
regression, the acceleration decreases with 
increasing dataset size, while in random forest, the 
acceleration increases. Additionally, in random 
forest, a better acceleration was obtained in all 
cases. As mentioned earlier, random forest is the 
best machine learning method for parallelization. In 
linear regression, there is still a data dependency in 
the calculations, and the amount of communication 
is higher than in random forest. The increase in 
acceleration with increasing dataset size suggests 
that the parallel program could give even greater 
acceleration on even more data. This assumption 
requires experimental confirmation, which will be 
carried out in the future.

These experiments show that for a large dataset 
size on one processor, it is better to use the linear 
regression method, but if you have access to a 
system with multiple or more processors, in these 
cases it is better to use random forest.

6 Conclusion

In this work, methods of parallel data 
processing for machine learning were considered. 
Two of the most common machine learning 
methods were considered: linear regression and 
random forest. Parallel algorithms based on the 
MPI interface were developed for each method.

The experimental outcomes revealed that 
both methods give acceleration compared to the 

sequential algorithm. However, the acceleration 
in the case of random forest was significantly 
higher than in the case of linear regression. This 
is because random forest is a more 
computationally efficient method than linear 
regression. Hence, one can infer that random 
forest is the best machine learning method for 
parallel data processing. This conclusion is 
supported by the results of the experiments 
conducted in this work.

In addition, the experiments showed that the 
acceleration of linear regression decreases with 
increasing sample size, while the acceleration of 
random forest increases. This is because there is a 
data dependency in the calculations in linear
regression, and the amount of communication is 
higher than in random forest.

Overall, the experimental findings indicate that 
employing parallel algorithms for machine learning 
can markedly expedite the training of models when 
dealing with extensive datasets. Random forest is 
the most efficient method for parallel data 
processing, as it is more computationally efficient 
and has higher scalability.
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REVIEW OF EXISTING BARCODE SOLUTIONS IN BIOMETRICS  
AND ITS APPLICATIONS BASED ON QR CODES

Abstract. In this study, a comprehensive analysis of existing solutions for encoding barcodes in the field 
of biometrics is presented, with a special emphasis on integration into QR codes. The research begins with an 
introduction to the analysis topic, highlighting the critical intersection of biometrics and QR code technology. The 
main objective is to assess potential areas of application and the advantages of using QR codes as a means of 
encoding biometric data. The study underscores the importance of this integration in strengthening security measures, 
optimizing identification processes, and expanding the scope of application in various domains. Additionally, the 
study describes the methodology employed, including a detailed review of relevant literature and a general analysis 
of existing solutions. The results of this research shed light on the effectiveness and adaptability of biometric QR 
codes, providing valuable insights into their practical application. This study makes a significant contribution to the 
field of biometric technology, illuminating the innovative use of QR codes. The research findings serve as a valuable 
resource for both academic circles and practical implementation, offering a foundation for further refinement of 
secure identification methods. 

Key words: Biometric Methods, Barcodes, QRCodes, Personal Identification, Biometric Authentication, 
Biometric Technology.

1 Introduction

Relevance of the Topic: Since the beginning 
of the 21st century, we have witnessed a rapid 
development of technologies that affect all aspects 
of modern life. A crucial aspect of this progress is 
the question of personal authentication in the digital 
environment. In this context, the topic addressed 
in this article – the interaction of biometric 
authentication methods and QR codes – represents 
an extremely relevant and promising research 
direction. Research Objective: Our main goal is to 
survey existing biometric authentication methods 
and QR codes, and then analyze the possibilities 
of their combined application. This analysis will 
allow us to assess the prospects for improving 
authentication methods and enhancing security in 
the digital environment. With the growth of online 
transactions, electronic documents, and data storage, 
security and authentication issues become critically 
important. Traditional authentication methods, 
such as passwords, are increasingly vulnerable 
to new forms of cyber threats. In this context, the 
development and analysis of biometric methods and 
QR codes appear as promising avenues to enhance 
security in the digital space. Despite the active 
interest in the authentication topic, the integration 

of biometric methods with QR codes remains a 
relatively underexplored area. Existing works 
focus on partial aspects of this issue, suggesting the 
presence of untapped potentials in this field [1-2]. 

2 Overview of Existing Biometric Methods 

Facial recognition is a widely used technology 
in the modern world, as it can be applied in all areas 
of society’s activities. Facial recognition utilizes 
facial characteristics, unlike other types of biometric 
authentication (which we will discuss below). 
This technology records the spatial geometry of 
distinctive facial features for further recognition. 
Facial recognition can be divided into four major 
groups based on the method of processing: 2D facial 
recognition, 3D facial recognition, facial recognition 
based on skin texture, and facial recognition based 
on thermal imaging. In 2D facial recognition, the 
person’s im- age is used for identification [3]. It 
goes through several stages before yielding an 
identification result with the answer to who exactly 
is depicted on it. The identification process consists 
of the following stages: 

– Face recognition; 
– Face detection; 
– Face alignment; 
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– Feature extraction;
– Matching features with other features from 

the database consisting of people’s features for 
identification. 

Some of the most common biometric 
characteristics applied in modern technologies 
worldwide [4], including in Kazakhstan, include:

Fingerprint recognition: One of the most 
common and widely used types of biometric 
identification. Fingerprints are unique to each 
individual and extremely difficult to forge.

Facial recognition: A technology that uses 
geometric features of the face for identification and 
authentication. Applied in surveillance systems, 
mobile devices, and other fields. 

Iris recognition: This method uses the unique 
features of the iris of the eye for identification. 

Voice biometrics: Analysis of unique 
characteristics of a person’s voice, such as 
tone, speech features, and other parameters, for 
authenticity verification. 

Retina scan: Examination of the unique retina 
pattern for establishing identity. 

Electrocardiogram (ECG): Measurement and 
analysis of unique electrical signals of the heart for 
biometric authentication. 

In Kazakhstan, biometric technologies are 
also actively applied in various fields, including 
government identification management, security, 
access control, financial services, and many others. 
They are used for creating passports, driver’s 
licenses, electronic identity documents, as well as 
in security and access control systems in enterprises 
and organizations. These technologies contribute to 
enhancing security levels, improving efficiency, and 
convenience in various areas of activity. 

3 Barcode Technology

Barcode technology plays a crucial role in 
modern business by providing efficient tools for 
the identification and tracking of goods, as well 
as optimizing logistical and managerial processes. 
Barcodes, as an established technology, have several 
significant advantages that are important to consider 
when analyzing biometric QR codes.

Barcodes stand out for their ease of use. 
Generating and reading them requires minimal 
resources and time. This is particularly important in 
the context of widespread adoption – even untrained 
users can operate this technology.

The effectiveness of barcodes is not limited 
to a single industry. They are successfully used in 

retail, logistics, healthcare, and many other sectors. 
This versatility confirms their importance as a 
fundamental tool for tracking and identification.

The use of barcodes significantly reduces 
the likelihood of errors compared to manual data 
entry. This is especially critical in fields where data 
accuracy is of paramount importance. Additionally, 
they serve as a means of protection against 
counterfeiting, as they are difficult to replicate.

Barcodes, as a technology with a long history, 
have seamlessly integrated with new technological 
developments. They easily integrate with modern 
mobile devices, enabling their use in mobile 
applications and services.

The use of barcodes allows companies to gather 
detailed information about sales, inventory, and 
consumer behavior. This data can be analyzed to 
optimize processes and develop business growth 
strategies.

Overall, barcode technology represents a 
reliable and versatile tool for data identification and 
tracking. Its effectiveness and ease of use make it 
indispensable in various industries, making it a 
significant milestone in the development of modern 
technologies [5].

4 Biometric Barcodes: Technologies and 
Applications

In the modern world, identification plays 
a pivotal role in various spheres. Biometrics, 
the science of recognition based on unique 
physiological and behavioral characteristics, has 
become a reliable tool for security, access control, 
and authentication.

Biometric barcodes have garnered special 
attention. They are unique symbolic sequences that 
store information about an individual in a specific 
format. They combine biometric technologies with 
the convenience and reliability of encoding.

The fundamental principle behind the operation 
of a biometric barcode lies in the fact that the 
unique sequence of bars and spaces in the barcode 
can be associated with specific characteristics of a 
person. These characteristics may include various 
parameters such as anthropometric data, biochemical 
indicators, medical history, and more. Each barcode 
represents a unique identifier for the corresponding 
set of data [6].

Biometric barcodes are unique encoded 
sequences capable of storing information about an 
individual’s biological characteristics. There are 
several different types of biometric barcodes:
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Anthropometric Barcodes are used to encode 
data about measurements and body parameters of a 
person. They include information about the sizes and 
shapes of various body parts, such as finger lengths, 
wrist circumference, and other anthropometric 
characteristics. This data can be used for identifying 
a person based on their physical parameters.

Biochemical Barcodes contain information 
about biological indicators of a person, such as 
levels of specific substances in the body. This data 
may include information about the concentration 
of biochemical markers like glucose, cholesterol, 
proteins, and other substances that can be used for 
unique identification.

Genetic Barcodes utilize information about a 
person’s DNA to create a unique identifier. They 
may contain data about specific genetic markers or 
sequences that can be unique to each individual.

Geometric Barcodes use geometric parameters, 
such as face shape, dimensions of facial features, 
distances between key points, to create a unique 
identifier. These parameters can be used for facial 
recognition.

Behavioral Barcodes encode information 
about a person’s behavior, such as walking style, 
typing manner, gestures, and other behavioral 
characteristics. This data can be used to create a 
unique behavior profile of an individual [7].

Biometric barcodes represent an innovative 
method of identification that has found application 
in various countries worldwide. Here are several 
examples of their use:

In the USA, biometric barcodes are employed in 
healthcare systems for precise patient identification. 
This improves the quality of medical services and 
helps prevent errors in treatment.

In India, biometric barcodes are used to 
authenticate citizens when availing various 
government services, such as issuing identity cards 
and voting.

Japan is integrating biometric barcodes into 
security and access control systems. They are 
applied in offices and businesses to ensure the safety 
of personnel and visitors.

In the UK, biometric barcodes are utilized in 
the financial sector and banking industry. They 
provide secure customer authentication for financial 
transactions.

China is actively implementing biometric 
barcodes across various sectors including education, 
healthcare, and government services. This helps 
enhance the efficiency and accuracy of the services 
provided.

In Brazil, biometric barcodes are employed in 
access control systems for government institutions 
and offices. They offer robust protection against 
unauthorized access.

South Korea uses biometric barcodes in public 
transport systems. This simplifies fare payment and 
enhances passenger safety.

Global experience demonstrates diverse 
applications of biometric barcodes in different 
areas of life and public activities. Their reliability, 
effectiveness, and convenience make this technology 
increasingly popular and in demand [8-9].

Biometric barcode technology represents a 
promising direction in the field of identification 
and control in Kazakhstan. It is actively applied 
in various sectors, covering both governmental 
structures and the private sector.

Healthcare and Medicine: One of the primary 
applications of biometric barcodes in Kazakhstan is 
in healthcare. They are used for patient identification, 
ensuring accurate and swift medical assistance. 
Biometric barcodes allow linking medical history, 
analyses, and other data to specific patients, ensuring 
high-quality healthcare services.

Government Institutions: In Kazakhstan, 
biometric barcodes are used for citizen identification 
in government institutions. For instance, they may 
be applied when obtaining passports, driver’s 
licenses, or other documents requiring precise 
identity verification.

Financial Sector: The banking sector in 
Kazakhstan is also actively incorporating biometric 
barcodes. They are used to authenticate customers 
during financial transactions, thereby enhancing 
security levels and preventing fraud.

Security Systems and Access Control: In the 
realm of security, biometric barcodes find application 
in access control systems. They help prevent 
unauthorized access to restricted areas, ensuring 
high levels of security in offices, enterprises, and 
other facilities.

Trade and Retail: In retail, biometric barcodes 
can be employed to manage customer loyalty, as 
well as to ensure accurate identification during 
payment for goods and services.

Transport Systems: In public transport systems 
and transportation organizations, biometric barcodes 
can be used for passenger tracking and ensuring 
travel safety.

Education: In educational institutions, 
biometric barcodes can be used for student 
identification and ensuring security within 
educational facilities [10].
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Biometric technologies, including the use of 
barcodes, are in a constant state of development 
with the emergence of new innovations and the 
refinement of existing approaches. This leads to 
expanded capabilities and areas of application for 
these technologies.

Integration with Artificial Intelligence (AI) 
improves the data processing algorithms of 
biometric barcodes, increasing system accuracy 
and reliability. Multimodal biometric systems 
combine multiple biometric methods, enhancing the 
level of security and accuracy in the identification 
process. Embedded sensors in mobile devices 
such as smartphones and tablets enable the use of 
biometric barcodes for various tasks, including 
authentication and conducting payments. In addition 
to physiological parameters such as fingerprints, 
attention is being given to parameters related to 
individual behavior (e.g., voice analysis or gait 
analysis) [11]. The application of deep learning and 
neural networks significantly enhances the efficiency 
of face recognition. The implementation of biometric 
barcodes in medical institutions contributes to 
improved patient identification and the prevention of 
medical errors. Protecting user privacy is becoming 
a priority. Methods for anonymizing data are being 
developed to strike a balance between security and 
privacy. Biometric technologies utilizing barcodes 
can be integrated into smart devices, enhancing 
security levels and providing convenience of use. 
In the tourism and hospitality industry, biometric 
barcodes can be applied to expedite the guest check-
in process in hotels and airports. Furthermore, in the 
field of logistics management and inventory, the use 
of biometric barcodes enables the improvement of 
inventory management processes and control over 
the movement of goods [12].

5 Representing Facial Information in QR 
Codes

As part of this experiment, work was conducted 
to investigate the transformation of facial encodings 
obtained using the face\_recognition library into QR 
codes. The experiment aimed to develop an efficient 
method for representing facial encodings using 
QR code technology. The photograph used for the 
transformation is shown in Figure 1.

Figure 1 – Face Photograph

The encoding of the face generated using the 
computer vision library face_recognition, used in 
the experiment, is shown in Figure 2.

Figure 2 – Face Encoding

The Python code for converting face encoding 
into a QR code with a size of 177x177 modules is 
shown in Figure 3.
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Figure 3 – Part of the Python code

The experiment successfully resulted in 
converting face encodings into QR codes with 
module sizes of 177x177 pixels. The generated QR 

codes serve as an efficient means for storing and 
transmitting information about the face encodings. 
A detailed block diagram is shown in Figure 4.

Figure 4 – QR Code Generation Flowchart

6 Conclusions

The conducted experiment has demonstrated 
the unique application of biometric barcodes in the 
modern technological environment. The specially 
developed Python algorithm efficiently transformed 
the facial image into a QR code. This barcode, 
containing information about a person’s biological 
characteristics, represents an innovative approach to 
identity verification.

The results of the experiment confirmed the high 
efficiency and accuracy of converting biometric 
data into a barcode. This approach can be applied in 
various fields, ranging from medical institutions and 
government structures to the financial sector and 
security systems.

However, despite all the advantages, it is 
important to consider issues related to data 
protection and privacy. The implementation of 
biometric technologies requires careful analysis and 
compliance with relevant regulations.

Overall, the experiment’s results indicate the 
promising and significant development of biometric 
barcodes in the modern world. These technologies 
offer new opportunities to enhance the efficiency 
and security of various aspects of human activity.
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Abstract. In recent years, the integration of modern information technologies has become pervasive across 
various industries, and the oil sector is no exception. The utilization of high-performance computing technologies, 
artificial intelligence algorithms, and advanced methods for data collection, processing, and storage has been 
instrumental in addressing challenges related to enhancing oil recovery. While deep learning has demonstrated 
significant advancements in diverse applications, its application to solving partial differential equations has 
recently gained prominence. A noteworthy strategy entails substituting conventional numerical techniques with 
neural networks that approximate solutions to partial differential equations. Physics-informed neural networks 
(PINNs) represent a significant development in this domain by incorporating partial differential equations directly 
within the loss function of neural network through automatic differentiation. This study presents a numerical 
algorithm and a PINNs to solve the one-dimensional equation describing the distribution of water and oil pressure 
within the context of the Buckley-Leverett mathematical model. The obtained results include the numerical 
solution and predictions derived from the PINN neural network to solve the pressure distribution. The insights 
gained from the comparative analysis underscore the promising role of PINNs as a robust and competitive tool for 
addressing intricate problems within the realm of complex fluid dynamics.

Key words: Enhanced Oil Recovery, Physics-Informed Neural Networks (PINNs), Deep Learning, Numerical 
Method.

1 Introduction

In the last decade and a half, deep learning, 
represented by deep neural networks, has 
demonstrated significant effectiveness in diverse 
applications like computer vision and natural 
language processing [1]. Although its success in 
these areas, the widespread adoption of deep 
learning in scientific computing has been limited. 
Nevertheless, a contemporary trend is evolving, 
centering around the utilization of deep learning to 
address partial differential equations [2]. In this 
strategy, conventional methods of numerical 
discretization are substituted with neural networks 
that provide approximations for solving differential 
equations.

Achieving an approximate solution to 
differential equations through deep learning 
techniques involves a crucial step: restricting the 
network to minimize the residual of partial 
differential equations. Various methods have been 
suggested for this objective. In contrast to 

traditional grid-oriented techniques like finite 
difference methods and finite element methods, 
deep learning presents a mesh-free alternative, 
capitalizing on automatic differentiation [3]. Some 
of these approaches may be applicable only to 
specific categories of issues, such as input domains 
like images [4] or parabolic partial differential 
equations [5].

The first glimpses of the prospect of using 
structured prior information to create data-efficient 
and physics-aware machine learning have already 
been demonstrated in recent research [6]. In that 
work, the authors employed Gaussian process
regression to develop functional representations 
adapted to a given linear operator, accurately 
deriving solutions. Additionally, they provided
uncertainty assessments for diverse model 
scenarios in the realm of mathematical physics. 
Subsequent research [7, 8] has suggested 
expansions to nonlinear issues within the domains 
of logical inference and identifying systems. In the 
light of the versatility and mathematical 

https://doi.org/10.26577/jpcsit2023v1i4a4
https://orcid.org/0000-0002-6492-8292
https://orcid.org/0009-0005-2391-132X
mailto:kenzhebekyerzhan@gmail.com
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sophistication of Gaussian processes in capturing 
prior information, dealing with nonlinear 
challenges imposes two significant limitations.

Physics-Informed Neural Networks are 
described in works [9-13], where the use of these 
networks adheres to the laws of physics (for 
problems described by differential equations). In 
[9], the application of PINNs to classical fluid 
mechanics and quantum mechanics problems is 
discussed.

In [10, 11], the authors introduce a deep 
learning approach called physics-informed neural 
networks for quantitative uncertainty assessment in 
ordinary differential equation systems. In 2020, this 
method started to be applied for mapping heart 
activations [12] and evaluating fluid conductivity 
governed by Darcy's law [13]. The results of these 
works demonstrate that applying PINNs can yield 
results comparable to those of physical 
models.

The early stages of developing Physically 
Informed Neural Networks primarily concentrated 
on comprehending and enhancing their training 
dynamics. Initially, there was a significant 
challenge related to the disparate convergence rates 
among various elements of the loss function, a
pivotal aspect in neural network training. This 
discrepancy often resulted in scenarios where the 
network prioritized learning the physical dynamics 
at the expense of fitting the data or vice versa. In 
[14], the authors contribute to this comprehension 
by conducting an wide-ranging survey of literature
on PINNs, elucidating their characterization, 
advantages, and disadvantages. Various PINN 
variants, including physics-constrained neural 
networks (PCNN), variational hp-VPINN, and 
conservative PINN (CPINN), are discussed, 
highlighting the diversity within the field. The 
seminal work in [15] delves deep into this 
challenge, providing crucial insights into the 
concepts of training PINNs. It underscores the 
necessity for a balanced approach that ensures 
equitable representation of both physical laws and 
data throughout the learning process. This 
understanding played a pivotal role in guiding 
subsequent advancements in the field.

Establishing a robust theoretical foundation, 
particularly concerning error analysis, is a crucial 
aspect of the development and utilization of 
physics-informed neural networks. Linear parabolic 
differential equations are commonly employed for 
modeling time-dependent phenomena such as heat 

transfer and diffusion processes. The error analysis 
outlined in [16] holds significance as it provides 
valuable insights into the precision and 
dependability of PINNs when employed in the 
context of these equations. This study 
systematically investigates various error sources, 
including discretization, approximation, and 
algorithmic errors, offering benchmarks to assess 
the efficacy of PINNs. A noteworthy contribution 
of this analysis lies in addressing the curse of 
dimensionality, a challenge prevalent in high-
dimensional spaces where the space volume 
escalates exponentially with the number of 
dimensions. Traditionally, this curse poses 
computational and analytical challenges in 
numerical methods. The findings presented in [16] 
illustrate that PINNs, equipped to handle high-
dimensional data while incorporating physical 
laws, adeptly surmount this challenge. This error 
analysis not only enriches the comprehension of 
PINNs' capabilities but also instills confidence in 
their application to intricate, high-dimensional 
issues.

2 Physics-Informed Neural Networks

Automatic differentiation. The method of 
automatic differentiation for calculating derivatives 
of network outputs relative to network inputs is 
considered. Considering that neural networks are 
compositional functions, automatic differentiation 
repeatedly applies the chain rule to calculate 
derivatives. Automatic differentiation consists of 
two steps: a forward propagation to compute the 
values of all variables and a subsequent backward 
propagation to calculate the derivatives.

The DeepXDE library was explored to 
implement a physics-informed neural network. 
DeepXDE is a deep learning library on top of 
TensorFlow that supports many features: 
construction of primitive and complex geometries, 
support for multiple boundary conditions for partial 
differential equations, 6 sample filling methods, 
ease of saving and loading the model during 
training.

The algorithm for solving differential equations 
using PINNs consists of four stages:

1. Construction of a neural network u(x; θ) with 
parameters θ;

2. Specify two training sets: for the partial 
differential equation and the boundary/initial 
conditions that are built into the loss function;
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3. Determination of the loss function by 
aggregating the weighted 𝐿𝐿𝐿𝐿2 norms as residuals
from partial differential equations and boundary 
conditions;

4. Training a network to determine the optimal
parameter θ* through the reduction of the loss 
function.

3 PINNs for modeling the pressure 
distribution in the Buckley-Leverett model

A numerical algorithm has been developed to 
solve the equation for distribution of pressure from 
the Buckley–Leverett mathematical model. To 
numerically solve the pressure equation, the Jacobi 
iterative method was used.

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(�⃗�𝑑𝑑𝑑𝑤𝑤𝑤𝑤) +  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(�⃗�𝑑𝑑𝑑𝑜𝑜𝑜𝑜) = 0,               (1)

where �⃗�𝑑𝑑𝑑𝑤𝑤𝑤𝑤, �⃗�𝑑𝑑𝑑𝑜𝑜𝑜𝑜 – fluid flow speed, which is expressed 
by the following Darcy’s law:

�⃗�𝑑𝑑𝑑𝑖𝑖𝑖𝑖 = −𝐾𝐾𝐾𝐾0
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖(𝑠𝑠𝑠𝑠)
𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

∇𝑃𝑃𝑃𝑃, 𝑑𝑑𝑑𝑑 = 𝑤𝑤𝑤𝑤, 𝑜𝑜𝑜𝑜,               (2)

𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖(𝑠𝑠𝑠𝑠),𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖 – relative phase permeabilities and 
viscosities of the water and oil phases, respectively, 
𝐾𝐾𝐾𝐾0 – absolute permeability. Substituting equation 
(2) to equation (1), we obtain a one-dimensional 
equation for pressure:

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
� = 0,                     (3)

where Mx is denoted as follows:

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = (−𝐾𝐾𝐾𝐾0
𝑓𝑓𝑓𝑓1(𝑠𝑠𝑠𝑠)
𝜇𝜇𝜇𝜇1

) + (−𝐾𝐾𝐾𝐾0
𝑓𝑓𝑓𝑓2(𝑠𝑠𝑠𝑠)
𝜇𝜇𝜇𝜇2

).

A neural network PINN was built to solve the 
one-dimensional pressure equation from the 
Buckley-Leverett mathematical model. Figure 1 
shows the PINN architecture for solving this 
problem:

Figure 1 – PINN neural network architecture for pressure equation

In PINN, an initial step involves constructing a 
neural network, denoted as P(x; θ), to serve as a 
substitute for the solution p(x). This neural network 
takes an input x and produces a vector with 
dimensions identical to p. Here, θ = {W, b} 
represents the collection of all weight matrices and 
bias vectors within the neural network P. An 
advantageous feature of PINN, particularly in 
opting for neural networks to approximate p, lies in 

the ability to compute derivatives of P concerning 
input x. This is achieved through the chain rule for 
differentiating compositions of functions using 
automatic differentiation (AD), conveniently 
integrated into machine learning packages.

The loss function is considered, defined as a 
weighted summation of the 𝐿𝐿𝐿𝐿2 norm of residuals 
from the equation and boundary conditions:
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𝐿𝐿𝐿𝐿(𝜃𝜃𝜃𝜃;𝑇𝑇𝑇𝑇) = 𝑤𝑤𝑤𝑤𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝�𝜃𝜃𝜃𝜃;𝑇𝑇𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝� + 𝑤𝑤𝑤𝑤𝑏𝑏𝑏𝑏𝐿𝐿𝐿𝐿𝑏𝑏𝑏𝑏(𝜃𝜃𝜃𝜃;𝑇𝑇𝑇𝑇𝑏𝑏𝑏𝑏).

This loss function will be used for model training 
so that it fits the pressure equation for the oil 
displacement problem and satisfies the boundary 
conditions.

Here 𝐿𝐿𝐿𝐿𝑏𝑏𝑏𝑏 is the loss function for the boundary 
conditions. This is used to ensure that the model 
satisfies the boundary conditions.

𝐿𝐿𝐿𝐿𝑏𝑏𝑏𝑏 = 1
𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏
∑ (𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏
𝑖𝑖𝑖𝑖=1 (p(𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖) − 𝑝𝑝𝑝𝑝)2|𝜕𝜕𝜕𝜕𝑖𝑖𝑖𝑖,

where 𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏 is the number of points on the border, 
and x_i are the coordinates of these points.

Whereas 𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is the loss function for the partial 
differential equation. This is used to allow the 
model to approximate the equation. For the 
pressure equation from the Buckley-Leverett model 
is defined as 𝐿𝐿𝐿𝐿2 norm between the left and right 
sides of the equation, that is, the discrepancy of the 
equations. As can be seen from the loss function, 
labeled data is not used here, that is, the physical 
limitations of the equation under consideration are 
considered.

𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 1
𝑁𝑁𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

∑ � 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
��
2𝑁𝑁𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑗𝑗𝑗𝑗=1 |𝜕𝜕𝜕𝜕𝑗𝑗𝑗𝑗,

where 𝑁𝑁𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is the number of points at which the 
partial differential equation is applied.

A fully connected neural network was used, 
consisting of 4 layers (3 hidden layers) and a width 
of 32 neurons: [1] + 32*[3] + [1]. The x-space 
component is taken as the input parameters of the 
network. Optimizers of the “Adam” type was 
selected as the network hyperparameter, and the 
learning rate was 0.001. Testing of 10,000 epochs 
was carried out for training a neural network, 
where the number of trained (collocation) points is 
100 and two points are used for the Dirichlet 
boundary condition. PINN construction is 
implemented using the deepxde deep learning 
library on top of TensorFlow, which supports many 
functions for constructing geometries. In Figures 2 
and 3 you can see the network training results and 
prediction:

For testing, 120 points of the numerical 
solution of the pressure equation and the predicted 
120 points of the PINN neural network were used. 
Figure 3 shows a visualization of the numerical 
solution and the PINN solution. From Figure 3 it is 
noticeable that the values are very close, the next 
Figure 4 shows the absolute error between the two 
solutions.

Figure 2 – PINN training loss history
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Figure 3 – Comparison of the numerical solution of the pressure equation with the PINN prediction

Figure 4 – Absolute error between the numerical solution and the PINN prediction
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4 Conclusion

A numerical algorithm and a fully connected 
neural network PINN have been developed and 
tested to solve the pressure equation. The 
results of the numerical solution of the pressure 
equation are compared with the prediction of a 
physics-informed neural network. In the
comparative analysis, it is revealed that the 
absolute error between the PINN predictions 
and the numerical solution is within the range of 
0.0005-0.003. This quantifiable measure 
underscores the precision and effectiveness of 
PINNs in capturing the complex dynamics of 

the pressure equation, positioning them as a 
valuable alternative to traditional linear 
approximation methods. At a more fundamental 
level, physics-informed neural networks provide 
a nonlinear approximation of a function and its 
derivatives, whereas traditional methods 
provide a linear approximation.
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Abstract. In the rapidly evolving landscape of data science and machine learning, the need for high-speed, 
efficient data processing is more critical than ever. This article delves into the pivotal role of graphics processing 
units (GPUs) in transforming the realm of data analytics and machine learning. GPUs, originally designed for 
rendering graphics in video games, have emerged as powerhouse tools in scientific computing due to their ability 
to perform parallel computations swiftly and effectively. 

The work conducted a study and comparison of the performance of machine learning algorithms using the 
Scikit-Learn and RAPIDS cuML libraries on a GPU. Testing was carried out on various data volumes and the 
results confirmed significant execution speedup when using RAPIDS cuML. This highlights the practical 
importance of GPU acceleration for processing large data sets. In addition, the developed algorithms were 
successfully applied to predict the oil recovery factor based on the Buckley-Leverett mathematical model, 
demonstrating their effectiveness in the oil and gas industry. Overall, this article serves as a comprehensive 
overview of the current state and future prospects of GPU utilization in data processing and machine learning, 
providing valuable insights for both practitioners and researchers in the field. 

Key words: GPU, Machine Learning, Linear Regression, Support Vector Machine Regression. 
 
 
1 Introduction 
 
In the modern world, the field of data and 

machine learning is becoming a key element in 
various areas, including science, industry, and 
technology. With the continuous increase in data 
volumes, there is a need for efficient methods and 
tools for processing and analyzing them. The use of 
graphics processing units (GPUs) has become an 
integral part of the data processing process, 
enabling parallel execution of complex 
computations. 

The relevance of this topic is due to the rapid 
development of research in the field of 
optimization of machine learning algorithms using 
graphics processors. The authors of paper [1] 
describe modifications of the GPGPU-Sim 
simulator to support machine learning using 
PyTorch and cuDNN. This modification provided 
high accuracy of execution results and revealed 
new opportunities for optimizing the 
microarchitecture of GPUs for deep neural 
networks. In article [2], innovative methods are 
presented that accelerate feature generation and 
reduce model training time by 15.6 times. Using 
the RAPIDS.AI cuDF library and optimizations in 

PyTorch, the authors significantly reduced the 
prototyping time of deep learning-based 
recommendation systems. In work [3], a study is 
presented on the use of the cuML library, 
developed by NVIDIA to accelerate machine 
learning on GPUs, with particular attention to 
support for cluster systems with multiple GPUs. 
The authors propose a Python API for using MPI 
for communication in cuML, conduct analysis and 
benchmarking of algorithms. 

This article presents an analysis of the 
effectiveness of various methods, including the use 
of CUDA technology for parallelizing matrix 
operations, the RAPIDS library set (cuML and 
cuDF) for data analysis and implementation of 
machine learning algorithms on GPUs [4, 5, 6]. 

This research also considers alternative 
machine learning methods, such as Linear 
Regression, SVM, implemented using the RAPIDS 
and Scikit Learn libraries [7, 8, 9]. The presented 
performance analysis highlights the advantages of 
using GPUs in training machine learning models, 
especially when processing extensive data 
volumes. 

The developed algorithms were also tested on a 
dataset generated from the Buckley-Leverett 

https://doi.org/10.26577/jpcsit2023v1i4a5
https://orcid.org/0000-0002-3655-0771
https://orcid.org/0009-0002-5529-6120
https://orcid.org/0009-0006-5312-3575
mailto:mustafin.mb@gmail.com
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mathematical model for predicting the oil recovery 
factor [10]. 

Based on the presented results, this article 
substantiates the importance and prospects of using 
graphics processors in the field of machine learning 
and highlights fundamental methods leading to 
improved performance and efficiency of 
algorithms. 

 
2 Materials and Methods  
 
Machine learning is a field of computer science 

that focuses on the development of algorithms and 
models that allow computers to learn from data and 
make predictions or make decisions without 
explicit programming. This field finds applications 
in various fields, including pattern recognition, data 
analysis, classification and forecasting. 

Regression algorithms are used to solve the 
prediction problem when it is necessary to predict a 
continuous value based on input data. These 
algorithms build a model that describes the 
relationship between the input features and the 
output value. Examples of regression algorithms 
are linear regression, decision trees, support vector 
machine (SVM) and gradient boosting, each of 
which is suitable for different types of data and 
predictive tasks. 

Scikit-learn, a widely used machine learning 
library for Python, provides powerful tools for 
applying regression algorithms. Among them is 
linear regression based on a model of linear 
dependence between the features and the target 
variable. Linear regression is often used in simple 
cases where a linear relationship between variables 
is assumed. Scikit-learn also provides an 
implementation of the Support vector Machine 
(SVM) for regression. In the case of SVR, the 
algorithm builds a hyperplane as far away from the 
data points as possible, and thus makes predictions. 
This method is effective when working with data, 
where it is difficult to identify linear patterns, and 
allows you to take into account nonlinear 
relationships. 

Thus, Scikit-learn becomes an essential tool for 
machine learning specialists and researchers, 
providing user-friendly interfaces for learning, 
evaluating and selecting the best regression models 
depending on the specific requirements of 
forecasting tasks. 

 
 

Scikit-Learn: LR and SVR algorithms 
Linear regression in Scikit-learn is a model 

designed to describe a linear relationship between 
one or more features (independent variables) and a 
target variable (dependent variable) representing a 
continuous value. 

 
Linear regression model 
A linear regression model is a linear function 

that describes the relationship between input and 
output data. The visualization’s example of linear 
regression model can be seen in Figure 1. 

 
 

 
 

Figure 1 – Linear Regression (LR). 
 
 
In general, the linear model looks like this: 
 
y =  𝑤𝑤0  +  𝑤𝑤1𝑥𝑥1 +  𝑤𝑤2𝑥𝑥2 + . . . + 𝑤𝑤𝑛𝑛𝑥𝑥𝑛𝑛, 
 

where 𝑦𝑦 – output value, 𝑤𝑤0 – free term, 𝑤𝑤𝑖𝑖 – 
weighting factor for the i-th feature, 𝑥𝑥𝑖𝑖 – i-th 
attribute. 

Weights in linear regression are used to account 
for the effect of each feature on the output feature. 
The weights of the linear regression model are 
determined during model training. The model 
learning algorithm minimizes the model error by 
selecting the optimal values of the weighting 
coefficients. 

Support Vector Machine Regression (SVM) is 
a machine learning method that is used to predict 
continuous values based on a dataset with 
numerical features. SVR is an extension of the 
support vector machine, which is used for 
classification tasks. 
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The SVR model 
The SVR model is a hyperplane that divides the 

feature space into two parts. The values of the 
output feature for points that are on one side of the 
hyperplane will be the same. The visualization’s 
example of SVR model can be seen in Figure 2. 

 
 

 
 

Figure 2 – Support vector regression (SVR). 
 
 
The SVR model can be written as follows: 

 
𝑦𝑦 =  𝑓𝑓(𝑥𝑥)  +  𝜀𝜀, 

 
where 𝑦𝑦 – output value, 𝑥𝑥 – input data, 𝑓𝑓(𝑥𝑥) – a 
function that describes the relationship between 
input and output data, 𝜀𝜀 – model error. 

The function 𝑓𝑓(𝑥𝑥) can have different forms, 
depending on the method used to train the SVR 
model. The main goal here is to determine the 
boundary of the solution at a distance 𝜀𝜀 from the 
original hyperplane so that data points close to the 
hyperplane or being reference vectors are located 
within this boundary line. 

 
RAPIDS: LR and SVR algorithms 
RAPIDS is a set of open source libraries that 

accelerate machine learning and data analysis on 
the GPU. RAPIDS is based on the CUDA and cuda 
libraries and uses GPU capabilities to improve 
performance. 

RAPIDS has the following libraries for use in 
machine learning: 

 cuML – a library for machine learning on the 
GPU. It provides implementations of basic 
machine learning algorithms such as linear  
 

regression, logistic regression, k-means, k-nearest 
neighbors, etc. 

 cuGraph – a library for processing graphs on 
the GPU. It provides tools for working with graphs, 
such as graph calculations, graph algorithms, etc. 

 cuDF – a library for processing data on the 
GPU. It provides tools for working with data, such 
as data downloads, data transformations, 
calculations, etc. 

RAPIDS cuML provides implementations of 
two main regression algorithms: linear regression 
(LR) and support vector machine regression (SVR). 

Linear Regression is a function for training a 
linear regression model. This function takes as 
input a set of data with numeric attributes and a 
target attribute. The output result of the function is 
an object of the linear regression model 

SVR is a function for training a regression 
model using the support vector machine. This 
function takes as input a set of data with numeric 
attributes and a target attribute. The output result of 
the function is an object of the regression model 
using the support vector machine. 

The Linear Regression function and SVR use 
CUDA libraries to speed up GPU computing. 
CUDA is a set of libraries and tools that provide 
programmers with access to GPU hardware. CUDA 
libraries provide functions for performing various 
operations on the GPU, such as scalar operations, 
vector operations, and matrix operations. The linear 
regression model learning algorithm is also 
optimized for GPU computing. Special data 
structures are used that are optimized for accessing 
data from the GPU. In addition, special algorithms 
are used to speed up calculations. 

predict is a function for predicting the values of 
a target feature for new data. This function takes as 
input an object of the linear regression model and a 
dataset with new data. The output result of the 
function is a set of predicted values of the target 
feature. 

 
Implementation and Testing of Training Models 

using cuML 
In this paper, two regression models based on 

the linear regression algorithm and the support 
vector machine (SVM) regression have been 
successfully implemented using the cuML library, 
specially designed for optimal performance on 
graphics processors (GPUs). 
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Implementations of LR and SVR using the 
cuML library in the RAPIDS environment on a 
graphics processor (GPU). 

To begin with, random data was generated for 
the regression task using the make_regression 
function from the cuML library. The data was then 
converted to udf format for efficient processing on 
the GPU. 

 
import cudf 
from cuml.datasets import make_regression 
from cuml.model_selection import train_test_split 
n_samples = 80000 
n_features = 20 
 
X, y = make_regression(n_samples=n_samples, 

n_features=n_features, random_state=42) 
 
X_train, X_test, y_train, y_test = train_test_split(X, y, 

test_size=0.2, random_state=42) 
X_train = cudf.DataFrame(X_train) 
y_train = cudf.Series(y_train) 
X_test = cudf.DataFrame(X_test) 
y_test = cudf.Series(y_test) 
 
Then, instances of the LR and SVM model 

were created using the Linear Regression and SVM 
class from the cuML library, and the model was 
trained on the training data. 

 
from cuml import SVR 
from cuml.linear_model import LinearRegression as LR 

modelLR = LR( fit_intercept = True, normalize = True, 
algorithm = 'eig') 

modelLR.fit(X_train, y_train) 
modelSVR = SVR(C=1.0, kernel='rbf', gamma=0.1) 
modelSVR.fit(X_train, y_train) 
 
After training the model, its performance is 

evaluated. Predictions were made on the test data, 
and metrics were calculated for an objective 
assessment of the quality of the trained model. The 
developed algorithms have been successfully tested 
on a dataset based on the Buckley-Leverett 
mathematical model designed to predict the oil 
recovery coefficient. Input parameters include 
porosity, absolute permeability, phase viscosity, 
and time iterations. 

 
3 Results and Discussion 
 
The experiments were conducted on a personal 

computer with a high-performance Intel Core i9-
10900KF processor, 32 gb of RAM and a discrete 
NVIDIA RTX 3070 GPU with 8 gb of video 
memory. This configuration provides powerful 
computing resources and allows efficient use of 
libraries optimized for working with the GPU. The 
results of Linear Regression testing using the 
scikit-learn and cuML libraries on the RAPIDS 
platform are presented in Table 1 and  
Table 2: 

 
 

Table 1 – Linear Regression Test Results: scikit-learn vs cuML 
 

Number of instances Scikit-Learn RAPIDS cuML 
300000 0.10 0.004 
600000 0.22 0.007 

1200000 0.568 0.012 
2000000 0.933 0.012 

 
 
There is a significant acceleration of the 

Linear Regression model when using cuML on 
the RAPIDS platform compared to Scikit-Learn. 
The effectiveness of cuML is especially evident 
when the amount of data increases. It is 
noticeable that cuML on RAPIDS is 
successfully scaling with an increase in the 

number of data instances. This indicates the 
high efficiency of processing large amounts of 
data using a GPU. With the time difference, 
especially at 2,097,120 instances, cuML 
confirms its outstanding performance in 
processing large data. The graph of the results 
presented in Table 1 is shown in Figure 3. 
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Figure 3 – The Effectiveness Of Linear Regression: Scikit-Learn vs RAPIDS cuML. 
 
 
Table 2 – Test results of the Support Vector Machine (SVM): scikit-learn vs cuML 
 

Number of instances Scikit-Learn RAPIDS cuML 
10000 1.424 0.35 
20000 5.795 0.62 
40000 22.56 1.077 
80000 83.9 3.562 

 
 
The results clearly demonstrate a significant 

acceleration in the performance of the support 
vector machine (SVM) when using cuML on the 
RAPIDS platform compared to the scikit-learn 
library. The use of cuML is particularly 

advantageous when working with large amounts of 
data. With 80,000 instances, cuML demonstrates 
more than 20 times faster calculations compared to 
scikit-learn. The graph of the results presented in 
Table 2 is shown in Figure 4. 

 
 

 
 

Figure 4 – The Effectiveness of the Support Vector Machine (SVM):  
Scikit-Learn vs RAPIDS cuML. 
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4 Conclusion 
 
During the research, Linear Regression and 

Support Vector Machine (SVM) algorithms were 
developed and tested using the Scikit-Learn and 
cuML libraries on the RAPIDS platform. 
Experiments have been successfully conducted on 
data sets, including those generated from the 
Buckley-Leverett mathematical model for oil 
recovery factor prediction. Test results confirmed a 
significant acceleration of the algorithms when 
using cuML on the RAPIDS platform compared to 
the Scikit-Learn library. This is especially 
noticeable when processing large volumes of data, 
which demonstrates the outstanding performance of 
GPU computing. 

Introducing GPU compute capabilities using 
RAPIDS and cuML opens new horizons in 
machine learning, delivering high performance and 
efficiency when processing big data. The results 
highlight the potential of these technologies to 
solve complex problems and provide a basis for 
further research and industrial applications. 
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STUDY OF SIGNS OF IMPACT ON THE QUALITY  
OF EDUCATION BY ML

Abstract. Use of machine learning (ML) algorithms to analyze and identify signs that affect the quality of 
education opens up new opportunities for individualization of education, optimization of educational processes and 
improvement of educational results of students.

The personalization of education stands as a paramount trend in contemporary learning. Each student possesses 
distinct requirements, passions, and talents. By scrutinizing the factors impacting educational excellence, we can 
pinpoint individual elements that wield substantial influence over each student’s success. Consequently, this enables 
the crafting of customized educational programs and techniques finely tuned to the unique needs and aptitudes of 
every student.

The objective of this endeavor is to construct a system employing machine learning algorithms that can discern 
the factors influencing the assessment of students’ educational quality. These facets render the research pertinent and 
noteworthy within the landscape of modern education. It offers a gateway to a deeper comprehension of the learning 
processes, streamlining educational procedures, and ultimately yielding improved outcomes in student education.

Key words: Machine Learning Algorithm, Support Vector Method, Random Forest, Dataset, Linear Regression.

1. Introduction

Currently, the process of digitalization of society 
is developing very quickly. This, in turn, simplifies 
many tasks encountered in everyday life. Of course, 
this phenomenon finds its place in education area and 
affects the development of this field. Lydia Sandra, 
Ford Lambangaol, and Tokuro Matsuo [1] reviewed 
the factors that may affect student performance and 
technologies that help predict student performance.

The study delved into several inquiries, one of 
which aimed to identify key attributes for forecasting 
student achievement. The findings revealed that 
both internal assessment and summative assessment 
emerged as the most consistent indicators for 
predicting academic performance. Additionally, 
the study highlighted other significant factors such 
as personal and self-assessment, prior academic 
records, extracurricular involvement, and social 
characteristics.

One of the primary objectives of this research 
was to explore the application of machine learning 
algorithms in forecasting student performance. The 
study was conducted in May 2021, and the data was 
sourced from the IEEE Access and Science Direct 
databases, adhering to standard database search 
protocols, including exclusion and inclusion criteria 
and search result analysis. The study employed a 

range of algorithms, including logistic regression, 
Bayesian methods, K-nearest neighbor (KNN), 
regression trees, random forest, decision trees, 
long-term and short-term memory (LSTM), support 
vector machines (SVM), multi-layer perceptron 
neural networks (MLP), artificial neural networks 
(ANN), and reference vector methods, with all of 
them demonstrating promising results [2].

Another research study on this topic [3] 
highlights the challenge of predicting student 
performance due to the vast volume of data in 
educational databases. The primary objective of this 
research is to review the use of artificial intelligence 
systems for predicting academic learning.

The research paper presents an automated system 
for evaluating students’ progress and analyzing their 
achievements. Here, the author uses a tree algorithm 
to accurately predict student performance. The data 
clustering method was used to analyze a large set 
of student databases. This method speeds up the 
search process and provides accurate classification 
results. A new model of teaching is proposed using 
information about a student obtained during college 
registration. The final data sets are entered so that 
Machine Learning algorithms can use them and 
predict student performance. During the research, 
13 algorithms were selected from Machine learning 
algorithms in 5 categories: Bayesian, SVM, MLP, 
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IBK, linear regression and tree-type algorithms. As 
a result of the study, the use of binomial logistic 
regression gave 97.06% accuracy, decision tree 
88.24%, entropy 91.18%, K-nearest neighbor 
showed 93.72% accuracy. Among the machine 
learning algorithms, binomial logistic regression 
performed best.

The research paper in question [4] emphasizes 
that a nation’s economic prosperity hinges on the 
accessibility of higher education, a concern at the 
forefront of any government’s agenda. Hussein 
Altabrawi’s insights further underscore that the surge 
in student loan debt in America is partly attributable 
to delayed graduation rates. To construct the 
machine learning model, a fully connected artificial 
neural network, Bayesian algorithm, decision tree, 
and logistic regression were employed.

The dataset used to develop these models was 
compiled from students at the College of Humanities 
during the 2015 and 2016 academic years, sourced 
from a combination of student surveys and test books. 
This dataset encompasses information pertaining to 
161 students. The research activities encompassed 
the creation of a student dataset, data collection, data 
preprocessing, the construction and evaluation of four 
machine learning models, identification of the best-
performing model, and a thorough analysis of the results.

The dataset is comprehensive in nature, 
encompassing factors ranging from the students’ 
age and gender to the extent of family involvement 
in their education. The effectiveness of these four 
models in relation to the dataset was assessed using 
the ROC index, with the artificial neural network 
achieving a value of 0.807, Bayesian at 0.697, 
decision tree at 0.762, and logistic regression at 
0.767. Notably, the artificial neural network emerged 
as the most effective model [5].

2. Literature review

The next work [6] was conducted in order 
to develop and compare different Machine 
Learning algorithms to predict students’ academic 
achievement. The work was published in the journal 
Computers & Education and is widely recognized in 
the field of education and information technology.

The work used the data of students with the 
following characteristics:

- Data on student demographics such as age, 
gender, mother tongue and nationality;

- Information about the activity of students on 
the learning platform, for example, the number of 
visits, the duration of sessions and the time spent 
on tasks;

- Results of tests and assignments, including 
scores, quizzes, work grades, and number of 
correctly solved assignments.

Another work in this direction [7] describes 
the use of various machine learning methods to 
predict student achievement. The paper describes 
the various indicators that can be used to predict 
student performance, as well as the advantages and 
disadvantages of using machine learning in this 
field.

In their article [8], authors Muneer Ahmad Al-
Radaideh, Ghassan Issa, and Mohammed Al-Zyoud 
employed their dataset to forecast the academic 
performance of students enrolled at a Jordanian 
university. To achieve this objective, they applied 
various machine learning algorithms and determined 
the most efficient one for this specific task.

The outcomes of their research demonstrated 
that Machine Learning techniques can indeed be 
highly effective in predicting students’ academic 
success. The researchers employed several Machine 
Learning algorithms, including decision trees, 
Bayesian classifiers, and the support vector method 
(SVM), and conducted a comparative analysis of 
their performance. The results revealed that the 
SVM algorithm outperformed the others, achieving a 
prediction accuracy rate of over 90%. Moreover, the 
researchers identified key factors such as prior exam 
GPAs, student age, the number of subjects studied, 
and the presence of family support as the most 
influential in determining academic achievement. 
Consequently, this study provides further evidence 
of the feasibility of employing machine learning 
methods to predict students’ academic success 
and pinpoint significant factors that impact their 
educational accomplishments.

Researchers in their work [9] used machine 
learning methods to predict students’ final grades. To 
do this, they used data on the academic performance 
of 600 students at a Portuguese university. 
Information on socio-economic characteristics such 
as Student’s study schedule, number of absences, 
number of study materials available to the student, 
age and gender of the student, as well as parents’ 
education and access to the Internet at home were 
used as indicators of analysis. The researchers used 
several machine learning algorithms, including 
logistic regression, random forest, and gradient 
boosting, to predict students’ final grades. They also 
compared the effectiveness of machine learning 
techniques with traditional methods such as linear 
regression and multiple regression.

The results showed that machine learning 
methods are more effective in predicting students’ 
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final grades than traditional regression methods. 
The researchers also found that the most important 
predictors of student achievement were internet 
access at home, the student’s study schedule, and 
absenteeism.

In a research paper [10], scholars conducted 
a comparative investigation of various machine 
learning algorithms for the purpose of forecasting 
student performance. The study employed a dataset 
comprising the academic records of 649 engineering 
students at an Indian university. The dataset included 
information regarding students’ online learning 
activities, encompassing metrics such as the number 
of lectures viewed, tasks completed, responses to 
test questions, and the average time taken to answer 
those questions. Additionally, the study considered 
background characteristics such as students’ age, 
gender, and geographic location as factors for 
analysis. The researchers assessed multiple machine 
learning algorithms, including logistic regression, 
multiple linear regression, decision trees, random 
forest, and gradient boosting, to predict student 
performance. They also compared the efficacy of 
these algorithms and identified the most crucial 
attributes for forecasting student success. The 
findings revealed that gradient boosting emerged as 
the most effective algorithm for predicting student 
performance, exhibiting robust performance across 
diverse data configurations.

In a separate study [11], researchers evaluated 
the effectiveness of different machine learning 
algorithms in predicting student performance using 
the «student performance dataset,» which contains 
data on student achievements in mathematics 
and Portuguese language courses. This dataset 
incorporates various aspects, including demographic 
information, academic background details, family-
related data, and student behavior patterns.

Furthermore, the work presented in [12] 
constitutes a case study aimed at predicting the 
progress of engineering students through the 
application of Machine Learning algorithms. The 
authors gathered data from 235 engineering students 
attending a private university in India. This dataset 
encompassed a wide array of features, such as student 
demographic data, progress records, attendance 
records, and assignment grades. The researchers 
employed various Machine Learning algorithms, 
including decision trees, random forests, and support 
vector machines, to forecast student scores.

In the research conducted by M. Abdullahi and 
S. K. Abdullah in their work [13], they explored 
the use of different machine learning algorithms. 
Their study was based on data collected from the 

University’s information system in Iran and aimed 
to predict student performance in higher education. 
Various indicators were utilized in their predictive 
models:

- Average number of hours spent studying per 
week.

- Average score in mathematics, physics, 
chemistry, English subjects at school.

- Student course at the university.
- The size of the student study group.
- Student status (for example, whether the 

student is an athlete or not).
- Status of the student in relation to military duty.
- The student’s employment status (for example, 

whether the student is employed or not).
- The average score of the student in the previous 

semesters at the university.
The authors employed the following Machine 

Learning algorithms to forecast student performance: 
Random Forest, Gradient Boosting, K-Nearest 
Neighbors (KNN), Support Vector Machines 
(SVM), and Decision Trees.

One of the primary strengths of this research 
lies in its utilization of real data extracted from the 
University’s information system in Iran. This ensures 
that the findings have practical applicability and can 
be instrumental in enhancing the higher education 
process. An article by V. Nair, S. Bhatia, and D. Dey 
in 2021 [14] offers an overview of numerous studies 
utilizing machine learning techniques for predicting 
student performance. In their publication, the 
authors scrutinized 66 articles published from 2010 
to 2020 and identified common indicators utilized 
across these studies to forecast student performance.

However, despite the significance of this 
research, it does have some limitations, notably 
a relatively modest feature set and a lack of 
comparisons between machine learning methods.

In another research paper [15], the authors 
conducted an extensive literature review to assess 
existing machine learning approaches for predicting 
student performance in educational institutions. 
They compared various machine learning 
techniques employed in research. The authors 
incorporated diverse indicators for forecasting 
student performance, encompassing demographic 
information, educational data, test scores, student 
attendance and engagement data, among others. 
The incorporation of such indicators enables more 
accurate predictions of student progress and the 
identification of factors influencing their academic 
accomplishments.

In [16], the authors proposed a machine learning 
model for predicting student performance using 
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student data. They explored various machine 
learning techniques, including decision trees, 
random forest, logistic regression, and the support 
vector method. The analysis utilized data from 
183 students, encompassing various course-related 
characteristics such as age, gender, ethnicity, prior 
education’s grade point average, school type, number 
of subjects, completion and duration of standardized 
math tests, and the number of lectures and exercises. 
The results demonstrated the effectiveness of 
machine learning models in predicting students’ 
performance in higher education, particularly when 
employing algorithms like random forest and the 
support vector method.

Overall, this paper constitutes a valuable 
contribution to the field of utilizing machine learning 
models to predict student performance in higher 
education. However, it is essential to acknowledge 
some limitations and drawbacks of this work.

In an article by S. N. Tiwari and A. K. Misra 
[17], the authors explored the potential of machine 
learning techniques in predicting student performance 
in online courses (MOOCs). They considered four 
distinct machine learning algorithms: decision tree, 
random forest, nearest neighbor method, and logistic 
regression. Indicators derived from student activity on 
the MOOC platform, such as time spent in the course, 
assignments completed, forum participation, etc., were 
employed. Additional indicators, such as word count 
in task responses and video lecture views, were also 
utilized. The research utilized data from the course 
«Introduction to Computer Science and Programming 
Using Python» on the edX platform, involving a 
total of 1972 students. The results indicated that the 
random forest method achieved the highest accuracy 
with an F1 score of 0.85, while logistic regression 
yielded the lowest precision with an F1-measure of 
0.72. The authors concluded that Machine Learning 
techniques can serve as an effective tool for predicting 
student performance in MOOCs and recommended the 
random forest approach for this task.

In the subsequent article [18], B. Kabir and 
H. Ali conducted a systematic review of literature 
concerning the utilization of machine learning 
algorithms for predicting student performance in 
higher education. Their review encompassed 65 
articles published between 2015 and 2020. The 
authors utilized the following indicators to forecast 
student performance:

Demographic data (gender, age, race, etc.).
Academic data (grade point average, exam 

grades, credits, etc.).
Behavioral data (frequency of visits, time spent 

in the course, number of materials visited, etc.).

Social data (activity in social networks, 
communication with peers and teachers, etc.).

The authors compared various Machine Learning 
algorithms used for predicting student performance, 
including logistic regression, decision trees, support 
vector methods, random forests, and neural networks. 
They also assessed prediction quality using metrics 
such as accuracy, completeness, F-measure, and 
ROC curve.

3. Material and Methods 

Collecting Data
In total, the data set contained 21 characters. 

Labels in the data set:
- Gender (binary: 1-male, 0-female)
- Age characteristics (number: from 15 to 17 

years old)
- Is your school near your home? (binary: 1-yes, 

0-no)
- Is your family complete? (binary: 1-yes, 0-no)
- Your mother’s education?
- Your father’s education? (numerical value: 

1-medium, 2-unfinished higher, 3-higher, 4-higher 
post-graduate professional)

- Your mother’s job? (binary: 1-employed, 
0-unemployed)

- Do your parents do work that requires physical 
effort? (binary: 1-yes, 0-no)

- Your father’s job? (binary: 1-employed, 
0-unemployed)

- Is there internet connection at home? (binary: 
1-yes, 0-no)

- What do you do in your spare time? (binary: 
1-useful, 0-useless)

- Do you meet your friends often? (binary: 
1-yes, 0-no)

- Do you eat well? (binary: 1-yes, 0-no)
- What is your phone’s operating system? 

(binary: 1-Ios, 0-Android)
- Do you have a close relationship with students? 

(binary: 1-yes, 0-no)
- Are you satisfied with your social situation? 

(binary: 1-yes, 0-no)
- Can the teacher interest you in his subject? 

(binary: 1-yes, 0-no)
- Does the teacher evaluate fairly (competently)? 

(binary: 1-yes, 0-no)
- G1- previous term grades (number: 3 to 5 

years)
- G2-prior term grades (numerical: 3 to 5 years)
- G3-estimated value (number: 3 to 5 years)
On the basis of the selected signs, a survey 

was conducted among the upper classes of the 
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specialized lyceum named after Al-Farabi. Data 
attributes include student grades, demographic, 
social, and school characteristics. These data were 
collected through school reports and questionnaires. 
Indicators include the age and gender of the students, 
the occupation of the parents, and a healthy daily 
diet. A total of 505 students participated in the 
survey. 234 of them are men, 271 are girls. In the 
dataset, the textual data were converted to binary and 
numeric data for use in calculations. Attributes with 
a binary value (gender, marital status, completeness 
of the family, parental work, frequent meetings with 
friends, internet access, healthy nutrition, teacher’s 
interest in his subject and competent assessment) 
were changed to 0 and 1 according to the response 
values. Also, the education of the student’s parents 
was numerically divided into 4 different values. They 
are as follows: 1-secondary, 2-incomplete higher, 
3-higher, 4-higher post-graduate professional.

After transforming the data, we need to classify 
it. In the following program code, we divide the data 
into two parts: the labels and the target variable.

4. Processing of data collected during 
pedagogical practice using machine learning 
algorithms

After converting, classifying and grouping 
our data, we proceeded to our calculations using 3 
selected algorithms. We used the Random Forest 
method for the first time. The next method used 

in the calculation is the linear regression method. 
The linear regression method is widely used in 
forecasting and classification. The advantage of the 
linear regression method over other methods is its 
simplicity and the results can be easily interpreted.

The last method used in forecasting is the 
method of reference vectors or the method of 
support vectors. This code is used to train a model 
using support vectors (SVM) on the training data 
(x_train and y_train).from sklearn.svm import 
SVC: This line of code imports the SVC (Support 
Vector Classifier) class from the SVM module into 
the scikit-learn (sklearn) library. SVC is used for 
classification problems using the reference vector 
method.

5. Analysis of the results obtained from the 
experiment

The accuracy of each algorithm was calculated 
using the above MSE (Mean Squared Error), MAE 
(mean Absolute Error) and R2 (R-squared) indicators. 
According to the results of these evaluation indicators, 
the mean square error of the linear regression method 
is 0.708, the mean absolute error is 0.722, R-squared 
is 0.025, the mean square error of the reference vector 
method is 0.712, the mean absolute error is 0.701, the 
R-squared is 0.014, the random forest method mean 
square error was 0.813, mean absolute error was 
0.781, R-squared was 0.176. Accordingly, among the 
methods, the method of reference vectors showed the 
best results (Figure 1).

Figure 1 – Comparing of methods
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Also, among the symptoms relevant to the 
student, the prediction and the magnitude of the 
symptoms that affected the 

Among the characteristics, characteristics such 
as the student’s age, parents’ education, free time 

and grades of the previous term were found to be 
more influential than others.

The main features were found to be the student’s 
age, parents’ education, free time and grades of the 
previous term (Figure 3).

Figure 2 – Influence of Signs

Figure 3 – Main Features of dataset
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The selection of these signs has its own reasons 
and features.

6. Conclusion

Throughout the course of our investigation, 
we examined the factors influencing the quality of 
students’ education. Our initial objective involved 
identifying the characteristics relevant to the 
utilization of machine learning algorithms within the 
realm of education. We conducted comprehensive 
literature reviews to explore existing studies that 
had employed machine learning algorithms in 
educational contexts. Subsequently, we engaged 
in research and analysis of these machine learning 
algorithms.

In the practical part of the research work, a 
survey was conducted on 18 signs in Al-Farabi 
specialized lyceum. The second task was to use 
symbols and machine learning algorithms in 
calculations. Calculations were made on the data set 
collected on the basis of the survey by the method 
of linear regression, random forest, and support 
vectors. Students’ grades were estimated. We used 

MSE (Mean Squared Error), MAE (mean Absolute 
Error) and R2 (R-squared) indicators to assess the 
accuracy of the methods.

According to the evaluation, the mean square 
error of the linear regression method is 0.708, the 
mean absolute error is 0.722, R-squared is 0.025, the 
mean square error of the reference vector method is 
0.712, the mean absolute error is 0.701, R-squared 
is 0.014, the mean square error of the random 
forest method is 0.813, average absolute error – 
0.781, R-squared – 0.176. Accordingly, among the 
methods, the method of support vectors showed 
the best result by 6%. Among the signs, the signs 
that had the greatest influence on the prediction 
were determined to be the student’s age, parents’ 
education, free time and grades of the previous term.

In general, it can be concluded that the conducted 
research Machine learning algorithms allow to 
effectively analyze the signs that affect the quality 
of education of learners and to predict grades. We 
believe that it will be a useful tool for educational 
institutions and teachers in developing individual 
learning approaches and improving educational 
outcomes.
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OPTIMIZED INTELLIGENT MODULES  
FOR VIDEO SURVEILLANCE AND MONITORING

Abstract. Platform of optimized intelligent modules, designed for intelligent video surveillance and control 
systems, is an outstanding tool for implementing effective security measures and improving monitoring processes. 
This paper examines the development and optimization of several important modules, including a facial recognition 
system, line intersection detection algorithms, methods for detecting the presence of a person in specified zones 
and an algorithm for searching for people. The most productive algorithms, such as Faster R-CNN (Faster Region-
based Convolutional Neural Network), YOLO (You Only Look Once), SSD (Single-Shot Detector), were researched, 
thereby work was carried out to improve and optimize the YOLO algorithm. In addition to the use of this algorithm, 
optimizations were carried out, including image processing methods (including scaling) and a frame skipping 
mechanism using parallel computing, which significantly reduced the computational load. The resulting platform 
provides users with the ability to effectively monitor and analyze video streams, automatically identify potential 
threats and events, which makes it the optimal solution for ensuring security in a variety of applications, including 
public places, enterprises and critical infrastructure facilities. The results of this paper provide new prospects for 
improving video surveillance and control systems, contributing to an increase in the level of security and efficiency 
of actions.

Key words: Intelligent Surveillance, CNN, YOLO, Optimization, Multithreading.

1. Introduction

The development of an intelligent video 
surveillance and control system that has the ability 
to function effectively with limited computing 
resources is an urgent paper in modern information 
technology. The present time is characterized 
by an increase in the volume of video data and 
growing requirements for the performance of video 
surveillance systems, which is dictated by both the 
sphere of public security and corporate interests. It 
was found that the creation of a system that does not 
resort to excessive computing resources, considering 
modern technological requirements, is a challenge. It 
is important to take into account that such a system 
should ensure stable operation, free from failures 
and errors.

There are several papers on a similar topic. For 
example, in [1] good results have been achieved 
using the high-level TensorFlow library, in [2] there 
is good information about main issues related to the 
intelligent monitoring systems used in public spaces.

Based on the complexity of the task, in this paper 
we pay attention to the optimization of algorithms 
and models of computer vision by manipulating 
images. This technique is designed to reduce the 

load on computing resources while maintaining the 
accuracy of the system. In addition, an important 
stage in the development of such systems is the use 
of frame skipping techniques, which contributes 
to the rational use of computing power. This 
paper offers a detailed analysis of the process of 
developing and optimizing an intelligent video 
surveillance and control system, highlighting the key 
aspects, methodology and achievements that allowed 
us to solve complex problems and create a system 
that combines high efficiency and optimal use of 
resources. The problems discussed in this paper are 
partially described in [3].

2. Methodology 

This part will show our research and opinions on 
our topic in the context of the developed optimized 
modules, coupled with the theory and justification of 
the methods themselves.

2.1. Justification of the choice of the YOLO 
algorithm

YOLO (You Only Look Once), being a super-
high-level tool, is not deprived of poor quality of 
work or inefficient use of resources [4]. Surface 
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studies and tests of models built on PyTorch or 
Tensorflow frameworks were carried out, the results 
and quality of which were much inferior to the ready-
made YOLO object detection models [5]. Thus, this 
cluster of ready-made models is suitable for using 
them in production. But the existing problems have 
not gone away, its customized solutions are given in 
this paper. 

The task was mainly based on the optimization of 
human detection, so other algorithms such as Faster 
R-CNN (Faster Region-based Convolutional Neural 
Network) [6] and SSD (Single-Shot Detector) were 

not used, due to a significantly lower detection 
rate than the YOLO algorithm (an algorithm 
with a single-stage approach in architecture). For 
detection in almost all cases in the environment of 
our developed modules, the accuracy of the fast 
YOLO algorithm of the last eighth version turned 
out to be quite enough. As befits any convolutional 
neural network, YOLO has the same 2 main stages: 
feature extraction and detecting, in a single-stage 
form [7]. Here are the main points highlighted in the 
course of the research in the YOLO architecture (see 
Figure 1):

Figure 1 – Progress of post-traumatic stress disorder of personality

2.2. Optimization with multithreading
Complex and resource-intensive tasks of 

working with a video stream can also be solved 
live due to multithreading. The methodology for 
optimizing deep-learning algorithms using a parallel 
approach and potential directions for parallelism in 
deep learning are described in [8]. Work in this paper 
describes a solution that is a simple implementation 
for the capture and processing of video frames in 
a separate stream, with callback functions and 
blocking and non-blocking frame extraction 
options. In particular, the following aspects of the 
implementation and application of multithreading in 
working with video streams and processing it with 
the YOLO framework should be considered (see 
Figure 2).

For efficient frame processing in the YOLO 
algorithm, the “FreshestFrame” class was developed 
using multithreading. Consider the key elements of 
its implementation include:

1. Initialization. When creating an instance of 
the class, the variables necessary for working with 

video capture and multithreading are set. A blocking 
condition (“self.cond”) is supported, which ensures 
waiting for a new frame to appear.

2. Starting A Stream. When the stream starts 
(“self.start()”), an infinite loop of reading frames 
from the video capture begins. Each frame is 
published using a lock condition, which allows other 
threads to wait for a fresh frame to appear.

3. Reading and Processing Frames. In the “run()” 
method, frames are read from the video capture, 
and their state variables are updated. If there is a 
callback (“self.callback”), the corresponding frame 
processing is performed.

4. Reading Frames from the Main Stream. The 
“read()” method allows the main thread to read 
frames. When using the lock condition, it is blocked 
until a new frame appears. You can set a sequential 
frame number (“seqnumber’) to lock until the 
specified number is reached.

5. Stop and Release. When the “release()” 
method is called, the stream is stopped and video 
capture resources are released.
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6. Main Stream. The main thread continues to 
perform other tasks without being blocked while 
waiting for new frames.

The use of multithreading in the 
“FreshestFrame” class ensures efficient and 
continuous processing of the video stream, which 

is especially important for the YOLO algorithm, 
which requires fast analysis of multiple frames. 
The above optimization using multithreading 
gives the following results in the development 
of intelligent modules for video surveillance (see 
Figure 3):

Figure 2 – Schematic representation of multithreading routine on reading and processing frames

Figure 3 – FPS improvement after optimization with multithreading

2.3. Optimization with image manipulation
Image manipulation techniques play a critical 

role in optimizing and improving the performance 
of an integrated video surveillance and control 
system [9] [10]. In this article, image manipulation 
techniques have been developed and applied, aimed 
at improving the accuracy and reliability of video 
stream analysis in a variety of conditions. The use 

of these methods has had a significant impact on the 
effectiveness of the system. Let’s look at a few key 
methods of image manipulation:

Increasing the size of detected objects: In cases 
when the objects on the video stream are small or their 
image is not clear enough, a method of increasing 
the size of detected objects has been implemented. 
This method allows you to more accurately extract 
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features and provide more stable recognition, even 
with limited visibility.

Changing contrast and brightness: Analyzing 
a video stream in different light conditions can be 
a challenge. To solve this problem, methods of 
changing the contrast and brightness of images were 
applied. This helped to better highlight objects in the 
background and improve overall clarity.

Noise Filtering: Video data may contain noise 
and artifacts that may affect detection accuracy. 
Filtering techniques such as median filter or Gaussian 

filter have been applied to reduce the effect of noise 
to improve image quality.

One example of the use of frame manipulation 
methods is the face recognition module, in which 
all the listed techniques were applied. Before direct 
face recognition, a person is detected by one of the 
YOLOv8 detection models, then the frame with the 
person is enlarged and the listed filters are applied 
to restore the enlarged and fuzzy image. After all 
these manipulations, a face will be recognized using 
face_recognition (see Figure 4).

Figure 4 – Face detecting improvement after frame optimization

3. Performance evaluation

In this part, in order to visualize the optimized 
results obtained, FPS indicators were compared, as 
well as the accuracy of the modules was visually 
checked.

3.1. Performance comparison
Coupled with the included local Django 

server and other manipulations with the video 
stream that was captured by the open-cv module, 
which gradually but not significantly reduce the 
frames per second, several tests were conducted 
on the performance of the models (see Figures 
4, 5). But it should also be noted that although 
the provided models from the YOLO – versions 
tiny, small, medium, large, extra-large, promise 

to be more accurate as the model becomes more 
complex (increasing the number of layers and, 
accordingly, parameters), these tests show slightly 
unexpected results, at least for human recognition. 
This applies to medium and large models, which 
did not justify the promised high-performance 
indicator in practice, being approximately on 
par with the small model. And of course, the fact 
remains true that the value of frames per second 
varies depending on the workload of processing 
the video stream (specifically on the number of 
people). The following tests were made on the 
basis of the NVIDIA GeForce GTX 1660 SUPER 
GPU with 6GB dedicated RAM, with 16 GB 
RAM. The video stream from the camera with 
a resolution of 640 by 544 (348160 pixels) was 
processed.
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Figure 5 – Comparison of FPS rate of default and optimized versions

3.2. Comparison of detection quality
The face_recognition library does not allow to 

recognize, even detect faces on the camera at decent 
distances, say a few meters. But with the help of 
image manipulation methods, as well as playing with 
hyperparameters, in particular the threshold value, a 
good result was achieved in face recognition. The 
previous images (see Figure 3) show an enlarged, 
filtered, optimized frame with a person where a 
person’s face is clearly detected. At the level of 
our development, all these points are registered in 
the backend and are not visible to the user of the 
developed software.

4. Results

As a result, this article applies the results of 
the work of the existing development, previously 
optimized by the methods described in part of 
the methodology. In connection with the results 
achieved in the development of optimized modules 
for detecting and recognizing faces, monitoring 
people in the zone, monitoring the intersection 

of the line, detecting abandoned objects and 
searching for a person, the possibility of adding 
triggers and viewing analytics were also added to 
the existing developments. The correct operation 
of powerful YOLO models makes it possible to add 
secondary features of the developed system, such 
as sending messages to messengers or to e-mail 
according to a given trigger (an event created by 
the software user). A smart video surveillance 
and monitoring system was implemented using 
computer vision algorithms, and accordingly, 
the methods proposed in the article were used to 
optimize them. Figure 6 shows screenshots of the 
operation of the module for monitoring people in 
the zone.

The human line crossing module is also a 
resource-intensive task, since in the context of 
frame processing using YOLO for the human 
detection subtask, an additional task of calculating 
coordinates in each frame is added, these tasks have 
been optimized using the proposed methodology. 
Screenshots of the implementation of this module 
are presented in Figure 7.
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Figure 6 – Screenshot of the results of the development of the zone detection module

Figure 7 – Screenshot of the results of the development of the line intersection module

People searching module (see Figure 8) is the 
most high-performance in the existing development, 
because it includes the tasks of human detection as 
well as facial recognition. During its implementation, 
before detecting a face, the process of detecting a 

person and subsequent image manipulations, such as 
zooming, contrast enhancement, and noise removal, 
are pre-launched. Additionally, in addition to the 
proposed multithreading technique, the yolo ono 
model was used to further improve performance.
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Figure 8 – Screenshot of the results of the development of the human search module

5 Conclusion

In this research paper, the results of the 
development and optimization of modules for an 
integrated video surveillance and control system 
based on YOLO algorithm were presented. Based 
on a number of methods and techniques, including 
multithreading and image manipulation, there has 
been a significant improvement in the performance 
and accuracy of video stream analysis.

The system presented in this paper has the 
ability to detect and classify objects in real 
time, which significantly increases its potential 
application in the field of security, monitoring and 
automation of processes. Key modules, including 
face recognition, object detection, and counting and 

motion tracking, have demonstrated outstanding 
performance and accuracy under various operating 
conditions.

The results of the comparisons indicate a 
significant increase in performance, as well as 
maintaining high accuracy of object detection. It is 
worth noting the increase in frame rate (FPS), which 
is a key indicator for real-time system.

In conclusion, this paper highlights the 
importance of a combined approach, including both 
technical optimizations and image manipulation 
methods, to create highly efficient integrated video 
surveillance and control systems. The results 
obtained have the potential for wide application 
in various fields, including ensuring the safety of 
society and industrial applications.
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Abstract. The topic of this paper is the study of two reinforcement learning algorithms, SARSA and Q-
Learning. Reinforcement learning is generating significant interest due to its potential applications in various 
domains such as robotics, gaming, optimization, etc. In addition, reinforcement learning is an interesting object of 
research from the perspective of theory and practice, as it is related to concepts such as exploration and use, 
learning and planning, consistency, and stabilization, etc. SARSA and Q-Learning are two of the most well-known 
and widely used reinforcement learning algorithms, which are based on the evaluation of the value function of 
states and actions. The aim of this paper is to study the learning characteristics of these algorithms in different 
scenarios of agent's interaction with the environment. To this end, experiments were conducted in which the agent 
had to find an optimal path in a 2D matrix containing walls to reach the final position safely. The results showed 
that SARSA was on average 28.3% faster than Q-Learning.

Key words: SARSA, Q-Leaning, Reinforcement Learning.

1 Introduction

Reinforcement learning (RL) [1] is a task faced 
by an agent that must learn behavior through trial-
and-error interactions with the environment to 
achieve a goal. There are three main classes of 
methods for solving the OP problem: dynamic 
programming, Monte Carlo methods, and temporal 
difference (TD) learning. Reinforcement learning, 
which is a field of machine learning, is becoming 
one of the main tools of computational intelligence 
as a technique in which computers make their own 
choices in each environment without historical or 
labeled data [2]. By interacting with the 
environment, the agent predicts the optimal 
decision and continuously develops and learns the 
optimal policy based on the value function [3]. In 
[4], TD methods update estimates partly based on 
other estimates. They are trained to build 
hypotheses on hypotheses. Since TD-learning is a 
combination of Monte Carlo and dynamic 
programming ideas, much attention has recently 
been paid to the study of TD-learning [5,6]. It is 
precisely TD-learning that formed the basis of this 
research to implement SARSA and Q-Learning 
algorithms. It is stated in [4] that one of the early 
breakthroughs in reinforcement learning was the 
development of a TD algorithm for split strategy 
control, known as Q-Learning. And a classic on-
policy TD algorithm called SARSA (State Action 

Reward State Action) [7] is considered critical to 
the success of OD [8]. In [9], it is found that 
SARSA and Q-learning have different performance 
depending on the learning environment. From this, 
it can be hypothesized that in the task of path 
finding in 2D matrix, SARSA may be a better 
algorithm option.

The paper primarily seeks for an agent to 
maximize total rewards within a virtual 
environment through sequential actions. 
Specifically focusing on SARSA and Q-Learning 
algorithms in a 2D matrix, the objective is for the 
agent to navigate to the target while navigating 
obstacles. This scenario is an illustrative example 
of the application of reinforcement learning in 
solving the problem of optimal behavior under 
resource constraints and possible complications. 
Illustrating the practical use of reinforcement 
learning in addressing decision-making challenges, 
the paper analyzes algorithm performance, aiming 
to highlight their distinct strengths in solving this 
problem.

2 Materials and methods of research

2.1 Time-Difference Forecasting
In time-difference (TD) based forecasting, as in 

the Monte Carlo method, the value of states is 
sought. However, in the Monte Carlo method, the 
value function is estimated by simple mean 

https://doi.org/10.26577/jpcsit2023v1i4a8
https://orcid.org/0009-0004-5673-2072
https://orcid.org/0009-0007-5843-8995
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reversion, whereas in TD-learning, the value of the 
current state is updated by the current state. In TD-
learning, the so-called time-difference based update 
rule is used to update the state value, it is 
represented in formula (1): 

𝑉𝑉𝑉𝑉(𝑠𝑠𝑠𝑠) = 𝑉𝑉𝑉𝑉(𝑠𝑠𝑠𝑠) +  𝛼𝛼𝛼𝛼(𝑟𝑟𝑟𝑟 + 𝛾𝛾𝛾𝛾𝑉𝑉𝑉𝑉(𝑠𝑠𝑠𝑠′) − 𝑉𝑉𝑉𝑉(𝑠𝑠𝑠𝑠)), (1)

where, V(s) – value of the previous state, α –
learning rate, r – reward, γ – correction factor, V(s')
– value of the current state.

2.2 SARSA algorithm
Rummery and Niranjan [10] proposed a 

modified Q-learning algorithm called SARSA. 
Unlike the traditional Q-learning algorithm, 
SARSA is a policy enabled TD algorithm whose 
updates are policy dependent.

SARSA is one of the most popular 
reinforcement learning algorithms used to train 
agents to interact with the environment. It gets its 
name from the sequence of actions and states in a 
task: State-Action-Reward-State-Action. 

SARSA updates Q-value estimates for state-
action pairs based on the rewards received and the 
agent's experience. The updates of Q-values are 
calculated using formula (2):

𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎) = 𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎) + 𝛼𝛼𝛼𝛼(𝑟𝑟𝑟𝑟 + 𝛾𝛾𝛾𝛾𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠′,𝑎𝑎𝑎𝑎′) −
−𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎)),                           (2)

where, α is the learning rate, a′- the action chosen 
by the epsilon greedy strategy (ε> 0), γ – correction 
factor.

The process of updating Q-values in SARSA is 
as follows:

1. The agent starts in state 's' and chooses 
action 'a' according to its strategy;

2. The agent performs action 'a' and moves to a 
new state 's′ while receiving reward 'r';

3. The agent chooses a new action 'a′, again 
according to its strategy. 

A block diagram of the SARSA algorithm is 
shown in (Fig.1):

Figure 1 – Block diagram of the SARSA algorithm
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1.3 Q-learning algorithm
Q-learning is another important reinforcement 

learning algorithm that is also used to find the 
optimal strategy in a path planning task. Unlike 
SARSA, Q-learning estimates the maximum 
expected Q-value for each state-action pair.

The process of updating Q-values in Q-learning 
is as follows:

1. The agent starts in state 's' and selects action 
'a' according to its strategy.

2. The agent performs action 'a' and moves to a 
new state 's′' while receiving reward 'r'.

The value of Q is updated according to formula 
(3):

𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎) = 𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎) +
𝛼𝛼𝛼𝛼(𝑟𝑟𝑟𝑟 + 𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠′,𝑎𝑎𝑎𝑎′) − 𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎)),        (3)

where, α is the learning rate, a′- the action chosen 
by the epsilon greedy strategy (ε> 0), γ – correction 
factor.

Q-Learning evaluates the optimal strategy by 
maximizing Q-values for each state and action. 
This allows the agent to converge to the optimal 
strategy faster but may require more computational 
power and may be more sensitive to noise in the 
data.
A block diagram of the Q-Learning algorithm is 
shown in (Figure 2).

Figure 2 – Block diagram of the Q-Learning algorithm
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3 Results of research

We run SARSA and Q-Learning in a 2D matrix 
with dimensions 10 by 10 and 20 by 20 (Figure 3).
A small negative reward, -1, is given for each 
move, and a large reward, 100, is given for 
reaching the end point.

The number of episodes is equal to 1000, 
learning rate α = 0.1, γ = 0.9, ε = 0.01

In a comparison of plots of the number of steps 
per episode on a 10 by 10 matrix, SARSA is faster 
and finds the optimal path in the least number of 
episodes than Q – Learning (Fig.4).

When increasing the size of the 2D matrix to 20 
by 20, both algorithms needed more steps to reach 
the target point, however, the SARSA algorithm 

was able to reach the target point faster by 
minimizing the number of steps with each episode 
(Figure 5).

As can be seen in (Fig.6), the SARSA 
algorithm minimizes the number of collisions to 
zero with each episode. This is due to the fact 
that SARSA is an on-policy algorithm, i.e., the 
agent updates Q-values given its own actions, 
according to the current strategy. This makes 
the agent more cautious by choosing actions 
that are already known to be safe. While Q-
Learning is an off-policy algorithm, based on 
this the agent updates Q-values based on an 
optimal strategy, which may be more 
exploratory and lead to the selection of less 
known but potentially dangerous actions.

Figure 3 – 10 by 10 and 20 by 20 matrices, where (Blue square is agent, 
red square is target position)

Figure 4 – Graph of the number of steps per episode of the SARSA (left) 
and Q-Learning (right) algorithms
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Figure 5 – Graph of the number of steps per episode of the SARSA (left) 
and Q-Learning (right) algorithms

Figure 6 – Graph of the number of obstacle collisions per episode of the SARSA (left) 
and Q-Learning (right) algorithms, in a 20 by 20 environment

From the results of these experiments, it is 
evident that the SARSA algorithm demonstrated 
better performance in several key aspects compared 
to the Q-learning algorithm. Specifically, SARSA 
showed significant advantages in the following 
parameters: 

1. Number of collisions: SARSA also 
demonstrated a lower number of collisions with 
obstacles. This is due to the fact that SARSA 
considers recent actions and avoids repeated errors, 
which makes it more robust in collision avoidance.

2. Number of steps per episode: SARSA often 
required fewer steps to reach a goal compared to Q-
learning. This indicates its ability to more 
efficiently select actions that lead to successful task 
completion.

In case the environment has a high noise level 
or is unstable, SARSA may be preferable, as it 
updates its strategy based on the actual actions 
taken by the agent. In tasks with large state and 
action space, Q-learning may be more effective as 
it can learn based on the value of the best action. 
However, when emphasizing the criteria of optimal 
path length, number of collisions, and number of 

steps per episode, SARSA appears to be a more 
appropriate algorithm.

4 Conclusion

In this paper, two popular reinforcement 
learning algorithms, SARSA and Q-Learning, were 
implemented in the context of the 2D pathfinding 
task. Experimental results showed that SARSA was 
more efficient in reaching the optimal path, 
converging to it 28.3% faster compared to Q-
Learning.

This improvement in the convergence speed of 
SARSA represents a significant finding that 
emphasizes the advantages of this algorithm in 
solving a particular problem. The success of 
SARSA can be attributed to its ability to learn 
more efficiently in environments where obstacles 
are present.

The SARSA algorithm showed significant 
advantages over Q-Learning in several important 
characteristics such as the length of the optimal 
path, the number of collisions, and the number of 
steps per episode. SARSA proved to be more 
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efficient in finding optimal strategies for moving 
the agent, which is of practical importance in 
robotics and autonomous systems. The results 
suggest that SARSA is the preferred choice for the 
2D matrix pathfinding problem, collision 
avoidance and step count optimization play an 
important role.

This analysis allowed us to gain a deep 
understanding of how different algorithms affect 
the robot's navigation performance.

This study emphasizes the importance of 
selecting the most appropriate algorithm for a 
particular task. In the experiments, SARSA showed 
advantages in environments where minimizing the 
length of the optimal path and avoiding collisions 
are critical factors. Despite the advantages of 
SARSA, Q-Learning remains an important tool, 
especially in partial observability environments 
where it can adapt to unexpected situations and 
find optimal solutions.
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