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HAND GESTURE RECOGNITION USING MACHINE 
LEARNING ALGORITHMS

Abstract. Communication between people is an integral part of life. In the process of communica-
tion, people convey their emotions, thoughts, desires to each other. People with disabilities, such as 
deaf and dumb people, experience various difficulties in the process of communication [1]. Today, 5% 
of the world’s people (more than 430 million), and in Kazakhstan more than 18 thousand people suffer 
from deafness. By 2050, this it is assumed will reach 700 million people around the world. Deaf or mute 
people use hand gestures to communicate with others, to express themselves correctly. People who 
speak a natural language do not always understand their actions. To understand this, we need sign lan-
guage interpreters. Their number is very small, and most of them work in large cities or regional centers.  
The solution to these problems can be found by human computer interaction. Today, a lot of research 
is being carried out in this direction. To solve this problem, a lot of research is currently underway. 
But the program that provides the perfect two-way translation has not yet been created. Especially for 
people who speak in Kazakh language. In this paper will be considered classical algorithms for gesture 
recognition.
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1 Introduction

Communication between people is an integral 
part of life. In the process of communication, people 
convey their emotions, thoughts, desires to each oth-
er. People with disabilities, such as deaf and dumb 
people, experience various difficulties in the process 
of communication [1]. Today, 5% of the world’s 
people (more than 430 million), and in Kazakhstan 
more than 18 thousand people suffer from deafness 
[2]. By 2050, this it is assumed will reach 700 mil-
lion people around the world. Deaf or mute people 
use hand gestures to communicate with others, to ex-
press themselves correctly. People who speak a natu-
ral language do not always understand their actions. 
To understand this, we need sign language interpret-
ers. Their number is very small, and most of them 
work in large cities or regional centers.  The solution 
to these problems can be found by human computer 
interaction. Today, a lot of research is being carried 
out in this direction. To solve this problem, a lot of 
research is currently underway. But the program that 
provides the perfect two-way translation has not yet 
been created. Especially for people who speak in Ka-
zakh language. In this paper will be considered clas-
sical algorithms for gesture recognition.

Various sensors are used to collect gestures data. 
The main sensors in use are optical sensors, inertial 

measurement units and radars. Inertial sensors pro-
vide more accurate data on hand movements and are 
independent of environmental conditions. But such 
sensors are inconvenient to use in certain areas due 
to the large number of wires. With the development 
of microwave technologies, radars are gaining popu-
larity in the field of hand gesture recognition. In ad-
dition, radars will be independent of environmental 
conditions. But this method also has its own draw-
backs, and it will be inconvenient to use radio wave 
encoders in everyday life. Due to the availability and 
cheapness of their devices, optical sensors are widely 
used today. Such sensors are also convenient in use 
and are used in many devices. For example, handheld 
smartphones, laptops, and similar devices used on a 
daily basis. But such sensors will depend on the am-
bient conditions, brightness [3][4][5].  

Many methods are used to recognize static im-
ages. These include both classical methods and 
methods based on neural networks. However, clas-
sical methods differ in their simplicity and ease of 
understanding. Another advantage of these methods 
is that they are quick to learn.

2 Materials and Methods

Among these methods, the K-near-neighbors 
method, the naive Bayesian method, the decision 
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tree, and logistic regression methods are considered, 
which are widely used today.

The naive Bayes classifier is a simple probabil-
ity classifier based on the use of Bayesian theorem 
with strict (naive) assumptions about independence.

Due to the specific nature of the probability 
model, naive Bayesian classifiers can be trained 
very effectively, and despite their simplicity, they 
can classify data well. Many practical applications 
for estimating parameters for naive Bayesian mod-
els use the maximum probability method, in other 
words, one can work with a naive Bayesian model 
without relying on Bayesian probabilities or using 
Bayesian methods [6].

A decision tree (also known as a classification 
tree or regression tree) is a decision — making 
tool used in machine learning, data analysis, and 
statistics. The structure of the tree is “leaves” and 
“branches”. On the edges (“branches”) of the deci-
sion tree, signs are written that depend on the tar-
get function, on the “leaves” the values of the target 
function are written, and on the rest of the nodes, 
signs are written in which the conditions differ. The 
goal of the decision tree is to build a model that pre-
dicts the value of the target variable using simple 
decision-making rules. Learning algorithms based 
on Decision Trees are considered one of the most 
widely used algorithms. The decision tree is used 
to solve classification and regression problems [7].

Logistic regression or Logit Model  is a statisti-
cal model used to predict the probability of occur-
rence of some event by comparing it with a logistic 
curve. This regression gives a response in the form 
of the probability of a binary event (1 or 0). This 
method was introduced in 1958 by Dr. statistician 
Cox. This is a controlled method of machine learn-
ing used in classification problems [8]. 

The basic idea of logistic regression is to divide 
the space of initial values by a linear boundary (i.e. 
a straight line) into two regions according to classes. 

In the case of two dimensions, the linear boundary is 
simply a straight line without curves. This boundary 
is given depending on the available initial data and 
the learning algorithm. For the model to work cor-
rectly, the source data points must be divided by a 
linear boundary into the two areas mentioned above. 
If the initial data points satisfy this requirement, it 
can be said that they are linearly distributed.

The k – Nearest Neighbors method (kNN) is 
a popular classification algorithm used in various 
types of machine learning. Along with the decision 
tree, this is one of the most understandable ways to 
classify. 

In the case of using the classification method, 
the object is assigned to the most common class 
among the K neighbors of this element, the classes 
of which will already be known.

In the case of using the regression method, the 
average value of k is assigned to the objects closest to 
the object, the values of which are already known [9].

3 Data collection

To collect hand gestures, we used the python 
programming language and the cvzone and cv2 
modules of this programming language. For to cap-
ture images we used an RGB-type computer cam-
era. The size of the images is 75x75x3. And in order 
to classify using the above methods, it is necessary 
to bring the data to the form of a one-dimensional 
vector. To do this, we use the gray format when 
reading from files. In this format, the images are 
two-dimensional. Then we can bring them to a one-
dimensional form. After changing the shape, we get 
an array of size 5625x1.

To test the accuracy of machine learning meth-
ods, 5 types of hand gestures were used. They are 
the letters ‘А’, ‘Ә’, ‘Б’, ‘В’, ‘Г’. Each letter contains 
50 images. The total number of images is 250 for 
five letters.

Figure 1 – Kazakh language letters in sign language
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To classify images, we must first read them from a file and convert them to a one-dimensional array. 

Figure 2 – Hand gestures on a gray map

Figure 3 – Images adjusted to one-dimensional type

After downloading the images and converting 
them to the desired format, we will analyze them 
for training and testing data. We will use 80% of 
the data for training and 20% for testing. Thus, 

200 images will be trained, and 50 images will be 
tested.

We train and test models using the above mod-
els. Test result for each method:

Table 2 – The result of test

Algorithm Accuracy (ratio of training data 80%) Accuracy (ratio of training data 90%)
The naive Bayes classifier 0.72 0.6
Decision tree: 
criterion='entropy', 
splitter='best', 
max_depth=20, 
min_samples_split=10

0.86 0.92

Decision tree:
criterion='entropy', 
splitter='best', 
max_depth=55, 
min_samples_split=10

0.88 0.92
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Decision tree:
criterion='gini', 
splitter='best', 
max_depth=20, 
min_samples_split=2

0.86 0.88

Decision tree:
criterion='gini', 
splitter='best', 
max_depth=200, 
min_samples_split=2

0.8 0.88

Logistic regression
penalty='l2',
max_iter=70, 
solver='lbfgs', 
n_jobs=4

0.92 0.96

Logistic regression 
penalty='l2',
max_iter=100, 
solver='saga', 
n_jobs=6

0.9 0.96

KNN
n_neighbors=5, 
algorithm='auto', 
leaf_size=30, 
p=2, 
n_jobs=6

0.88 0.84

KNN
n_neighbors=5, 
algorithm='ball_tree', 
leaf_size=50, 
p=1, 
n_jobs=6

0.94 0.96

4 Results

When 80% of all data was transmitted to the 
trained data, the accuracy of the models was less 
when compared with the 90%. Only in the Bayesian 
method was the accuracy less when the training data 
was provided with a 90%. The decision tree showed 
good results if criterion=entropy and min_samples_
split=10. The Gini criterion is calculated faster than 
Entropy, but Entropy is more accurate [10]. And 
the logistic regression method has a good result 
when the amount of data is large (90%). The KNN 
algorithm showed good results when it passed the 
algorithm for calculating the nearest neighbors as 
‘ball_tree’. This is because the ball_tree algorithm 
calculates distances in big data faster than other al-
gorithms.

The accuracy of other methods was higher than 
90. The maximum accuracy was 96, which means

that our model works with 4% error. This is a good 
result for classical machine learning methods. 

5 Conclusion

In this work, images of hand gestures are col-
lected and classical machine learning algorithms 
are implemented based on them. The best result 
was shown by the KNN algorithm and Logistic Re-
gression with an accuracy of 96%. And we made 
sure that the correct allocation of data to training 
and testing data affects the accuracy of the algo-
rithm. And as a result, we learned that the accuracy 
of algorithms depends directly on their parameters.  
If we give the right parameters, we will get high 
accuracy, even if we do not use a lot of data. In the 
future, we plan to continue this work with well-
developed algorithms, such as neural networks and 
deep learning. 
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