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 BIG DATA PROCESSING ON THE EXAMPLE 
OF CREDIT SCORING

Abstract. The article contains the results of research on the development of a model of a Big Data 
processing system, analysis and forecasting using Data Mining and machine learning methods in solving 
the problem of mortgage lending, specifically for analysing, forecasting and determining the solvency of 
individuals receiving a mortgage loan. The article considers the solution of one of the urgent problems 
of the banking system – mortgage lending. The main problem is to predict the solvency of mortgage 
borrowers for a long time using the data mining method. The main task is to implement the process of 
processing big data based on the developed system that determines the solvency of mortgage borrowers. 
Currently, the pace of long-term mortgage lending is growing annually, as a result, the timeliness of the 
research carried out in the article on the development of a model of the mortgage lending system, which 
clearly predicts the solvency of anyone who wants to get housing and makes appropriate decisions, is 
very relevant.
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1. Introduction

The rate of data growth has increased 
dramatically over the past decade. Research 
shows that the amount of data has increased 
approximately tenfold every two years over the past 
two decades. This overrides Moore’s Law, which 
doubles the processor’s performance. About 30,000 
gigabytes of data are collected every second and its 
processing requires high data processing efficiency. 
Uploading videos, photos, and user posts to social 
networks collects a large amount of data, including 
unstructured data. This creates the need to work 
with large data in various formats, which must be 
prepared in a special way for further research to 
obtain modeling and calculation results. In relation 
to the above, research on big data processing, 
model development, and solution algorithms is very 
relevant to this topic. Since the flow of information 
inevitably increases every year, it is necessary 
to solve the problems related to the storage and 
processing of large amounts of data. The relevance 
of the article is due to the increasing digitization 
and the increasing transition to virtual technologies. 
Online activity in various spheres of modern society 
[1].

The reason for choosing the issue of mortgage 
loans is that, at the moment, a mortgage loan 
program is being implemented in the Republic of 
Kazakhstan, which involves the development of a 

system for analyzing, determining, and predicting 
the creditworthiness of mortgage lenders, for a long 
time; for a long time. Due to the large amount of 
customer data, these features require a large amount 
of data to process. In this paper, we develop an 
efficient mortgage lending software package that 
uses neural network algorithms to provide models 
with updated weights over time. This makes the 
task of data analysis much easier. For example, 
implementation of software packages developed by 
financial and credit institutions, quality of service, 
development of new programs, management, 
security, etc. This makes things much easier. As the 
competition between various financial institutions is 
increasing every year, the need to process customer 
data immediately and make the right decision in 
a short time has also increased. Existing tools 
and systems do not meet the needs of financial 
institutions. In this context, the research carried out 
in the paper on big data processing modeling and 
simulation of the mortgage lending system is very 
important.

2. The role and importance of Big Data
processing in the modern world

Big Data poses a major challenge for improving 
the management of business processes and 
transforming information flows into “intelligent” 
digital resources. There is no strict, universally 
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accepted definition of the concept of big data. 
In general, big data refers to the continuous 
collection of various types of unstructured data 
[2]. This concept defines large, rapidly growing 
sets of raw, unstructured data intended for analysis 
using relational database methods. Terabytes or 
Petabytes: The exact number is less important than 
understanding where your data goes and how it’s 
used. The term “big data” was coined by Clifford 
Lynch, editor-in-chief of Nature, in a September 3, 
2008 special issue titled “What technologies can 
unlock the potential of big data?” Will this affect 
the future of science? We gather insights from a 
technology perspective on the rapidly increasing 
volume and variety of data processed and the 
potential for a paradigm shift from quantity to 
quality. [3]

The informative value of Big Data is obvious. 
Examples of tasks that can be solved with big data 
flow analysis:

- Predict customer downtime: based on analysis 
of call center, help desk, and website traffic data.

- Create a predictive model.
- Fraud detection in real-time;
- Risk assessment;
- Build an emergency room.
- Development of operational analysis, etc. [4]
The transition from analog to digital formats 

accelerates the growth of business information and 
becomes more serious every day. According to an 
IDC study, 1 trillion gigabytes of data were generated 
in 2010, from billions of mobile phones, billions 
of posts on social media, and an ever-expanding 
network of sensors used in cars and electric meters. 
It is used in shipping containers, display cases, 
commercial terminals, and many other devices [5]. 

Globally, we understand that data analysis requires 
large amounts of data processing. In fact, when 
dealing with unstructured and heterogeneous data, 
the size of the data does not really matter. To date, 
there are no universal methods and algorithms for 
processing and analyzing large amounts of data 
suitable for all possible cases and situations. If you 
want to extract insights from raw data, you need to 
develop algorithms and use different methods for 
each task. Experts around the world are studying 
how to process and analyze large amounts of data 
and how technological advances will affect the 
future of the economy. All the data collected in the 
warehouse is not only a hassle to store, but it can 
also bring significant benefits if properly processed 
and analyzed. By 2023, the entire global population, 
including the elderly and children, will have access 
to 5,200 GB of data. Only 15% of this data is stored 
in the cloud (as predicted by Lucas Merian, Digital 
World).

The amount of information doubles every year. 
IDC estimates that by 2020, 33% of all data will 
contain information useful for analysis. By 2023, the 
total amount of information available to humanity 
will reach 35 zettabytes [6].

3. Existing Big Data storage and processing 
products

For data collection, processing, and structuring 
tasks, Oracle Big Data Tools is the solution. It is a 
pre-installed Hadoop cluster. It is an Oracle NoSQL 
database and an integration tool with other data 
stores. Oracle Big Data tools are designed to store 
and preprocess unstructured or semi-structured data. 
Which Hadoop-based system works best [7].

Figure 1 – Data storage scheme in Oracle Big Data Appliance
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Gartner analysts have identified three key 
characteristics of “Big Data” in the so-called “three 
V”.

- Volume: physical size of the stored data;
- speed: speed of data change and subsequent 

analysis of the results of this change;
- Diversity: different types of data are processed: 

structured and unstructured data.
The big data workflow model implemented by 

the Apache Hadoop Project of the Apache Software 
Foundation (http://hadoop.apache.org) is becoming 
increasingly popular. Apache Hadoop consists 
of two components: the Hadoop Distributed File 
System (HDFS) and the Map Reduce API.

Hadoop is a software platform (software 
framework) used to create distributed applications 
for massively parallel processing (MPP). The 
Hadoop platform consists of two main components.

Hadoop Distributed File System (HDFS) is a 
distributed file system that provides fast access to 
application data;

MapReduce is a software platform for distributed 
processing of large volumes of data on computer 
clusters [10].

To solve the problem of large amounts of data, a 
special kind of NoSQL databases (http://www.nosql-
database.org) has been developed. A comparison of 
the properties of relational databases and NoSQL is 
presented in Table 1.

NoSQL technologies (e.g. Cassandra) are 
not intended to replace relational databases, but 
to help solve problems when the amount of data 
is very large. NoSQL typically uses clusters 
of low-cost commodity servers. This solution 
reduces the cost by 1 GB per second several 
times [6].

Figure 2 – Scheme of Map-Reduce technology [11]

Table 1 – Comparison of properties of relational databases and NoSQL.

Relational databases NoSQL databases
Complex Data Relationships Very simple relationship

Schemacentricity Arbitrary scheme; unstructured data
Scalability Distributed processing

Static memory Memory scales with computing resources
Generic Properties and Functions The system is focused on the application and the developer
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SNA – Shared Nothing Architecture – An 
independent, distributed computing architecture 
where each node has its own memory, disk array, 
and I/O devices. This architecture was developed by 
IBM in 1974 [12].

It is a programming language (R) for statistical 
computing and graphics and a free and open-
source software environment developed by the 
GNU Project. R is used everywhere you need to 
work with data. It is not just statistics in the narrow 
sense, but also “basic” analysis (graphics, reaction 
tables) and advanced mathematical modeling. Now, 
if you are used to using Matlab/Octave programs 
for professional-level analysis, you can use R 
without any problem. On the other hand, the core 
computational power of R is best demonstrated in 
statistical analysis (from calculators to time series 
waveforms) [13].

4. Credit scoring as an example of processing 
large amounts of data

The development of credit markets brings the 
issue of credit risk to the agenda. In this regard, the 
creditworthiness of the debtor must be evaluated in 
order to minimize potential losses.

Changes in macroeconomic indicators and 
economic, social, and demographic factors can 
increase the risk of income fluctuation and expose 
borrowers to the risk of default. This provision 
involves commercial risks. Large credit groups have 
similarities, the same product, same insurance, etc. 
can be grouped into “major loans” based on This 
group is called a portfolio. The need to group loans 
into a group. However, such a “big loan” should be 
characterized by many parameters that allow you 
to assess the so-called inherent risks. Portfolio risk. 
The portfolio includes loans that are affected by the 
same risk factors, both economic (such as industry 
demand) and social (such as people’s income levels). 
The third level in the hierarchy is credit risk spreads. 
This risk is the risk arising from the diversification 
of banking assets according to sectors, focus areas, 
and banking products. different growth dynamics 
and different regional economic, industrial, and 
other conditions. The demand for different types of 
bank loans determines how diverse the quality of the 
loan portfolio created by banks is [14].

Credit scoring is a way to evaluate and manage 
your business credit.

Scoring is a mathematical or statistical model 
for determining the likelihood of a customer 

repaying their loan within a certain period of time, 
based on the credit history of the customer who has 
previously used the bank’s services. Consider the 
possibility of bankruptcy of potential borrowers 
when borrowing [15]. As a result of the overall 
evaluation of the customer’s points, the customer 
will be given a certain number of points, taking into 
account the delivery date. The main scoring tool is 
the scorecard. This is a mathematical model that 
allows you to compare borrower characteristics with 
a numerical value to get a score. One of the most 
obvious examples of the use of big data processing 
is scoring, which forms the basis of risk analysis in 
banking systems.

The main methods and techniques for the 
development of evaluation models for banking 
risk management systems, including algorithms for 
processing large amounts of data, are banking studies. 
These challenges are being solved by improving the 
distribution of application data in banking services 
creating accurate and appropriate rating models 
using current technology and developing new 
algorithms. The automatic nature of the evaluation 
model plays an important role. A credit score is one 
of the guides for evaluating potential borrowers, 
real or legal persons, due diligence, and financial 
situation before deciding on a loan. The term 
“Score” comes from the English word “Score” and 
means achievement, result, amount of debt, cause, 
reason, etc. This term can be understood in both a 
broad and narrow sense.

Scoring is a method of dividing the entire test 
sample into different groups. As shown in Figure 
3 for credit products, there are ‘bad’ and ‘good’ 
customer groups. Although we do not know in 
advance whether a customer will repay the loan, 
we do know other factors that help us determine 
which group the customer belongs to. The idea of 
classifying populations in statistics was developed 
by Fisher in 1936, using plants as an example.

David Duran first used the same technique 
in 1941 to classify loans into “bad” and “good” 
regardless of whether the loans were in default.

In the article, we made a forecast by determining 
their solvency and deciding whether to give this client 
a mortgage loan or not. Processing your big data by 
their attributes. For processing, I used DataMining 
algorithms: linear regression, logistic regression 
and multilayer neural network. The expected result 
is “1” for good clients and “0” for bad clients. If “1” 
then you can give the client a mortgage loan, and if 
“0” then no.
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Figure 3 – Geometric interpretation of credit scoring

5. Using a MongoDB database to store big 
customer data

Working with large amounts of information 
in the context of databases is a separate problem. 
As the amount of information increases, you face 
problems with disk space consumption (solving this 
part of the problem is relatively simple) and, most 
importantly, with access to the necessary data over 
time. You can use advanced caching, but in the end, 
it will not work for you. You can split the database 
by placing each category of information in a separate 
database.

The performance of the system decreases 
significantly as the database size increases. One way 
to reduce data access time is to store the database in 
RAM. This technology enables a 100-fold increase 
in efficiency [6]. Memory databases – IMDB – 
databases that use computer RAM to store data; 
RAM is the main storage medium in such systems. 
Since the cost of RAM is decreasing day by day, 
using it as memory makes sense to increase data 
processing speed.

There are new types of databases for working 
with large amounts of data, such as databases with 
built-in analytics. Currently, almost all databases 
use this concept [16]. However, Teradata developers 
were the first to develop database-based analytics 
[17].

Additionally, a database type is a column 
used to store data. In recent years, many column-

oriented database systems have emerged, including 
Mongo DB, Monet DB [18, 19], and C-Store [20]. 
The developers of these systems claim that their 
approach provides large performance gains for 
certain workloads, particularly analytical workloads 
that require large numbers of data reads, such as in 
data warehouse applications [21].

6. Analytical platform

Unlike a DBMS, which includes a set of data 
extraction algorithms, an analytics platform is 
designed to focus first on data analysis and create 
ready-to-use analytical solutions.

An analysis platform is a specialized software 
solution that includes an information analysis 
system and all the tools for extracting patterns 
from “raw data”. A process is performed to extract 
specific patterns from the entire range of data. 
This includes means of integrating information 
into a single source (storage data), extraction, 
transformation, data transformation, data mining 
algorithms, visualization, methods, and simple and 
complex models. To move forward [22].

There is no single method or algorithm that 
correctly handles large amounts of data. Therefore, 
each task has its own implementation algorithm and 
data analysis algorithm. There are many algorithms 
for processing large amounts of data. However, 
depending on your purpose, you may need to 
develop new algorithms “for your own use”.
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MongoDB is a document-oriented database 
management system that does not require table 
schema details. It is considered one of the classic 
examples of NoSQL systems and uses JSON-like 
documents and database schemas. Written in C++.

7. Data preparation

We also created a database in MongoDB. We 
are transforming the data into MongoDB for data 
processing.

Figure 4 – Converting data to a MongoDB database

8. Data normalization

Normalization is the restoration of data from its 
original range so that all values are between 0 and 1 
[23]. Normalization can be useful for some machine 
learning algorithms because in some cases the input 
values of time series data have different sizes. This 
is necessary for k-nearest neighbor algorithms, as it 
is used in distance calculation and linear regression, 

artificial neural network weighting. Normalization 
requires an accurate estimate of the minimum and 
maximum values in our calculation. If the time 
series has an uptrend or downtrend, it is difficult 
to determine the expected values, and in this case, 
normalization is not considered the optimal way 
to solve the problem. The value is normalized as 
follows[24]:

( ) ( )minmax/min −−= xy               (1)

Figure 5 – Normalized data Figure 6 – Data from Mongo DB database
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9. The principle of operation of the developed 
data processing model

In the model, the MongoDB database is used 
to store large data that is not structured. The 
database function is easily integrated with various 
programming languages, that is, it is convenient for 
data transformation, import, data normalization[25].

Here is the data in the form of a matrix, this is the 
value for training the data we know. – error decreasing 
with each iteration of the loop, – weighting factor, 
– epoch. Giving 100 epochs with three machine 
learning algorithms and manually introducing the 
error, we get the expected result. The accuracy of the 
three used algorithms is compared and the algorithm 
with the best result is selected. Next, the process of 
processing test data from our MongoDB database 
is processed by a high-performance algorithm. One 
of the main tasks in creating a numerical model is 
to assess the payment capabilities of individuals by 
processing large amounts of unstructured data. If the 
MongoDB database is chosen as a single database for 
mortgage lending organizations, then it is clear that 
many tasks will be optimally solved. If customer data 
were immediately retrieved from the database and 
processed, complex problems with the distribution of 
apartments would be resolved positively.

Table 2 presents statistics from our MongoDB 
database to determine the solvency of mortgage 
borrowers. A total of 356,256 test data were used 
to test the effectiveness of the system model in 
determining solvency. Of these, 48,744 people 
made up the test training sample. In order for us to 
accurately predict the data, we need to split 100% 
of the data into 25% of the test and the remaining 
75% into training. With the help of general software, 
1,425,116 records of 356,279 people were processed.

The set used to model the system for determining 
the solvency of individuals is presented in table 2 
below.

Table 2 – Data sets used for processing.

Data sets Total Total
Train 307 511

356 279
Test 48 768

10. Development of a software package and 
the results of processing Big Data

The scheme of the workflow of the system for 
determining the solvency of borrowers of long-term 

mortgage loans, created in the high-performance 
Spider environment of the Python software package 
for computer scientists, is presented[8]. According 
to it, the user first gets into the main 4 menus of 
the program, which are based on determining the 
solvency of the borrower on a long mortgage loan. 
They are called: “Basic”, “Assessment of solvency”, 
“Information”, “Output “. The main menu contains 
information about public housing programs. You 
can predict solvency by entering the mortgage 
borrower identification number by clicking the 
button to predict solvency.  The software package is 
based on processing only real data. The interface of 
the software complex has such buttons as “Annual 
income”, “Age of the client”, “Number of children”, 
“Loan amount”, visualizing data. In addition, there 
are buttons on the control panel that separate the 
data into “Training data”, “Test data” and display 
the results on the screen as a graph.

Figure 7 – The interface of the software complex.

MongoDB has proven to be effective at storing 
data in various formats, that is, unstructured data that 
can be easily integrated with the established processing 
system. The amount of real data used for our simulation 
and system validation in the database was 356,279. 
The number of their characteristics is about 200. By 
increasing the number of attributes, we can use them 
as needed. In the article, I took and edited the attributes 
I needed. The most necessary data:

- Annual income of the client;
- Amount of children;
- The amount of the loan taken;
- Age of the client.
According to these four features, 1 425 116 

records of 356 279 people were trained and 
processed. In order to accurately determine the 
client’s solvency, we first train the data and click the 
“train” button, then, after confirming the accuracy of 
the trained data, we click the “verify” button to see 
the processing results.
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Figure 8 – Customer Forecast for Annual Revenue

Figure 9 – Customer assumption by age

Figure 10 – Make predictions for clients on the number of children they will have
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Figure 11 – To make a forecast for customers

Figure 12 – Slice since data prediction.

On fig. 13-15 shows the results of testing 
the algorithms. On the graph, the results of the 
processing algorithms are marked with a red 
line. Linear regression can handle small data, 

logistic regression handles medium-sized data, 
that is, 2 times more data than linear regression, 
and multilayer neural network shows excellent 
results when processing large data. As we see in 
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fig. 13, you can see the differences in the graphs 
of the three selected algorithms, that is, they have 
changed due to the increase in the amount of data. 
This, in turn, is another proof that the use of a 
multilayer neural network is more efficient when 
processing BigData. 

Factors that indicate the priority in using linear 
regression are the following:

- The data is used very effectively for linear 
regression;

- Good results are obtained when processing 
small amounts of data;

- The theory of linear regression is clear and 
simple;

- The linear regression method has greatly 
simplified the work on modeling the system for 
determining the solvency of mortgage borrowers.

Main disadvantages of linear regression:

- Output parameters, independent variables 
exceeding the interval [0,1].

- In the obtained results, the values of unknown 
parameters are often found.

Priorities of the results obtained using the 
logistic regression method:

- Accurate prediction for medium-sized data, that 
is, it can be said that the amount of data processed 
is 2 times more than the data processed using linear 
regression.

The method of using multilayer neural networks 
showed very good results in processing large 
volumes of unstructured data used in the thesis. For 
the problem being solved, the speed of learning and 
calculation of neurons shows very good results. 

Comparison of methods is shown in the table 3 below.
Below is a graph showing the errors in the results 

of data processing by three algorithms.

Table 3 – Methods used in data processing and processing results

Method Data volume Accuracy (%) Error (+/-)
Linear regression 1.43*106 54,62 45,38

Logistic Regression 1.43*106 68,3 31,7
Neural networks 1.43*106 78,44 21,56

Figure 13 – Error shown by linear regression
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Figure 14 – Error indicated by logistic regression

Figure 15 – An error shown by a multi-layer neural network

11. Conclusion

In this article the following tasks have been 
solved:

1. Methodology and data processing system 
reviewed.

2. Data mining techniques: Based on linear 
regression, logistic regression, and multi-layer 
neural networks, algorithms, and numerical 
models have been created to process large amounts  
of data.

3. The quality of the data processing system was 
assessed and the data was tested.

4. Creating software to predict people’s solutions 
based on big data processing.

The software is implemented according to the 
following algorithm:

1. Data Preparation:
 Convert large unstructured data in CSV format 

to MongoDB database.
2. The training data will be imported.
3. The imported data is normalized.
4. The processed data was compared with the 

known response (future matrix, target).
5. Data processed through data mining techniques 

(linear regression, logistic regression, multi-layer 
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neural network) to determine the accuracy of the 
results.

6. If the model encounters too many errors, 
the loop repeats and continues retrieving data 
from the MongoDB database until the error 
rate decreases. This cycle is repeated until the 
error is reduced and the weighting factors stop 
changing.

The system created has been successfully 
tested in the context of mortgage loans provided by 
financial institutions.

Big Data software helps in determining and 
predicting a person’s solvency. All real data was 
obtained from financial institutions and the created 
algorithm proved to be very accurate.
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