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Abstract. This study develops a computational framework for simulating dynamic interactions be-
tween institutional quality indicators and foreign direct investment using a panel Vector Autoregression
model applied to a multi-country dataset. The work emphasizes the algorithmic structure of the model-
ing pipeline, including preprocessing of heterogeneous panel time series, numerical stationarity diag-
nostics and cointegration testing. Impulse-response simulations are used to examine system behavior
following institutional shocks, illustrating the dynamic propagation of disturbances in a high-dimensional
environment. Although the empirical application concerns institutional governance, the contribution of
this study lies primarily in its computational workflow design, numerical diagnostics, and reproducible
implementation of a panel VAR simulation environment. The presented framework demonstrates how
computational finance and applied computer science can integrate econometric modeling to analyze
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complex, interdependent systems.

Keywords: panel VAR, computational modeling, dynamic systems simulation, impulse response
functions, numerical econometrics, data-driven analysis, computational finance.

1. Introduction

The dynamic relationship between institutional
quality and foreign direct investment (FDI) remains
an important and methodologically challenging
topic in computational economics and data-driven
modelling. Classical theories of multinational pro-
duction, most notably the OLI paradigm formulated
by Dunning [5], have established institutions as a
structural component affecting the locational strate-
gies of global firms. Empirical research reinforces
this general conclusion, showing that investment
inflows tend to correlate with political stability, reg-
ulatory effectiveness, and the rule of law [6], [7].
At the same time, a parallel body of work empha-
sizes the potential for reverse causality: the arrival
of foreign investors can itself transform domestic
governance structures by introducing regulatory
pressures, informational spillovers, or new adminis-
trative standards [8], [10].

Panel VAR (PVAR) methods have become a
preferred tool for capturing bidirectional, time-vary-
ing interactions across countries because they model
the joint dynamics of multiple endogenous variables
and allow for impulse—response analysis in a panel
setting [2], [12]. Foundational computational imple-
mentations and software support for PVAR estima-
tion are provided by Abrigo and Love [1], while
comprehensive methodological surveys discuss
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specification choices, identification strategies, and
practical challenges in PVAR applications [3], [16].

Recent advances in computational econometrics
address these limitations by employing panel vec-
tor autoregression, which provides a flexible archi-
tecture for modelling multivariate dynamic systems
[2], [12]. They address computational stability and
high-dimensionality issues that arise when mod-
elling many institutional indicators and controls
jointly. Regularization and penalized estimators
adapted to PVAR (panel-LASSO) have been pro-
posed to reduce estimation variance and improve
numerical conditioning in large panels [15], while
high-dimensional VAR frameworks that accommo-
date common factors help to manage strong cross-
sectional dependence and improve estimator perfor-
mance [11]. Further work highlights the importance
of eigenvalue/stability diagnostics and the potential
distortions induced by neglected changes in mean or
volatility when estimating VAR systems [4], [13].
Systematic reviews of PVAR practice summaries
these developments and emphasize reproducibil-
ity and explicit documentation of orthogonalization
and identification choices [16].

On the applied side, cross-country PVAR stud-
ies document that institutional shocks can have per-
sistent short-run effects on FDI, highlighting the
importance of a dynamic, system-based treatment of
governance measures [2], [12], [14]. Motivated by
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this literature, the present study constructs a fully
specified computational workflow for modelling
institutional-FDI dynamics using panel VAR tech-
niques. The pipeline integrates panel stationarity
testing, cointegration verification, forward orthog-
onal deviations (FOD) transformation, structured
Cholesky decomposition (or alternative structural
identification), eigenvalue stability checks, and re-
producible simulation procedures to produce panel-
averaged impulse response functions (IRFs) and
forecast error variance decompositions (FEVDs)
suitable for cross-country inference [1] —[16].
Despite the growing popularity of PVAR mod-
els, many empirical applications remain incomplete
from a computational standpoint. Choices regard-

ing orthogonalization, variable ordering, numerical
stability of estimated systems, and reproducibility
of simulation procedures are often insufficiently
documented. Such omissions reduce the transpar-
ency of structural inference and weaken the cred-
ibility of model-based conclusions. By emphasiz-
ing algorithmic clarity, numerical diagnostics, and
reproducible simulation design, this study addresses
these gaps. The objectives are twofold: to provide
empirical insights into the short-term responses of
FDI to institutional shocks across a diverse group
of economies, and to demonstrate a computationally
coherent and transparent methodology aligned with
contemporary standards in applied econometrics
and computational research.
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Figure 1 — Overview of the computational workflow
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The novelty of the present study should there-
fore be understood in computational rather than
methodological terms. The econometric building
blocks employed — panel VAR estimation, unit-
root testing, structural identification, and impulse-
response analysis — are standard. What distinguish-
es the approach is the way these components are
combined into a reproducible, constraint-based
workflow in which diagnostic checks are not mere-
ly reported but explicitly govern admissible model
configurations and simulations. In this sense, the
framework emphasizes disciplined execution, nu-
merical verification, and transparency over the
introduction of new estimators or identification
schemes. The analysis focuses on short-run dy-
namic associations rather than causal identification
in the structural sense.

2. Materials and Methods

The entire modelling pipeline was implemented
as a modularly organized computational workflow,
in which logically distinct stages are executed se-
quentially and validated through intermediate diag-
nostics: data normalization, differencing, unit-root
diagnostics, eigenvalue stability verification, FOD
transformation, system estimation, and simulation
of shock-driven trajectories. Each module maintains
deterministic reproducibility and uses numerically
stable matrix operations suitable for high-dimen-
sional panel structures.

2.1. Data Architecture and Preprocessing

The sample consists of 24 countries selected
based on data completeness over 2004—2020 and
classified by World Bank region and income group
(see Table 1). The analysis relies on a balanced pan-
el of twenty-four countries spanning the years 2004
to 2020. The variables include FDI inflows and
greenfield FDI, complemented by six World Gov-
ernance Indicators: control of corruption (COR),
government effectiveness (GOV), political stability
(POL), rule of law (RUL), regulatory quality (REG),
and voice and accountability (VOI) [18]. Standard
macroeconomic controls-trade openness, inflation,

unemployment, and GDP per capita-were sourced
from World Bank Open Data [17] and UNCTAD
statistics [19].

Table 1 illustrates the substantial heterogene-
ity in both FDI inflows and institutional indicators
across countries, reinforcing the suitability of a pan-
el-based dynamic framework.

All variables were log-transformed to stabilize
variance. The dataset was sorted by country and
year, and only units with complete nineteen-year
coverage were retained. This ensured numerical
consistency of the PVAR estimators and avoided
distortions from unbalanced temporal structures,
which are known to affect the properties of dynamic
panel estimators [2].

All computations were performed in R version
4.4.1 (2024-06-14, “Race for Your Life”) on an
x86_64-apple-darwin20 platform. The analysis re-
lied primarily on the p/m, panelvar, urca, vars, and
tidyverse packages (versions current as of 2024).
Deterministic random seeds were set prior to esti-
mation and bootstrap procedures. To support rep-
lication and verification, intermediate artefacts—in-
cluding transformed datasets, estimated coefficient
matrices, residual covariance matrices, and eigen-
value diagnostics—were systematically exported and
logged at each major stage of the workflow. Selected
impulse-response computations were independently
replicated in Stata to verify numerical consistency
across software environments. A minimal script
outline documenting the execution sequence and
diagnostic checks will be made available as supple-
mentary material or upon reasonable request.

2.2. Diagnostic Procedures

The time-series properties of the data were ex-
amined using a suite of panel unit-root tests, includ-
ing Levin—Lin—Chu, Im—Pesaran—Shin, augmented
Dickey—Fuller, and Fisher-type tests [2], [12]. All
unit-root and cointegration tests were conducted in
a pooled panel setting, following standard PVAR
practice. Country-level testing was not pursued to
preserve statistical power. Variables were treated as
integrated of order one when they exhibited non-sta-
tionarity in levels and stationarity after differencing.
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Table 2 — Panel unit-root test statistics.

Variable LLC stat IPS stat Fisher stat
InFDI —10.5716 =7.4976 228.19
InGREENFDI —5.2054 —6.0023 167.40
InCOR —10.0471 —11.4101 334.23
InGOV —8.1410 —9.4301 259.27
InPOL —6.6929 —8.1029 216.01
InRUL —10.4982 —11.5921 327.07
InREG —8.9451 —9.8530 258.43
InVOI —9.2983 —11.2570 298.64
AlnFDI —6.6760 =7.0651 183.99
AInGREENFDI -13.9215 —17.3808 552.88
AlnCOR —17.9368 -21.0211 734.10
AlnGOV —14.6504 —19.0072 622.62
AlnPOL —11.8233 —16.7560 541.09
AInRUL -16.3112 —19.3853 639.50
AInREG —14.4054 —18.1779 578.88
AlnVOI —15.6439 —19.8155 685.33

Panel unit-root tests indicate that all variables
are consistent with non-stationarity in levels, with
with only limited evidence against the unit-root null
in pooled panel tests. In contrast, first-differenced
series exhibit strong stationarity, as evidenced by
highly negative LLC and IPS statistics and large
Fisher test values. This pattern is consistent across
all institutional indicators and FDI measures, sup-
porting the treatment of the variables as integrated
of order one and justifying the use of a differenced
panel VAR specification.

Pairwise Phillips—Ouliaris tests were then used
to assess potential cointegration between FDI and

Table 3 — Panel Phillips—Ouliaris Cointegration Tests.

each institutional indicator. The absence of signifi-
cant cointegration relationships justified modelling
the system in first differences, ensuring that the dy-
namic equations were numerically appropriate and
free from spurious regressions. The tests provide
no evidence of cointegration between FDI and in-
stitutional indicators in either direction at the panel
level. The absence of long-run equilibrium relation-
ships supports modelling the system in first differ-
ences rather than employing a panel VECM frame-
work. This result reinforces the focus on short-run
dynamic interactions captured by the panel VAR
specification.

Direction Share cointegrated Mean test statistic
InFDI — InCOR 0.000 0.0645
InCOR — InFDI 0.000 13.3359
InFDI — InRUL 0.000 0.0571
InRUL — InFDI 0.000 12.6975
InFDI — InVOI 0.000 0.0381
InVOI — InFDI 0.000 12.0910
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The stability of the estimated PVAR model
was assessed through the eigenvalue modulus
test. Figure 2 plots the real and imaginary parts
of all eigenvalues associated with the companion
matrix. All values lie strictly inside the unit cir-
cle, which indicates that the system satisfies the
Schur-stability condition. Consequently, the dy-
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namic properties of the model are well defined,
and the impulse — response functions can be in-
terpreted in a standard manner. The absence of
explosive roots is particularly relevant given the
inclusion of institutional indicators and macro-
economic controls, which may induce persistence
or near-unit dynamics.

real

Figure 2 — Eigenvalue stability check

2.3. Model Construction and Structural Identi-
fication

The computational model takes the form of a
first-order panel vector autoregression. After apply-
ing the FOD transformation to eliminate fixed ef-
fects without inducing serial correlation, the system
can be written as:

Ay, = AN, tu, (D
where y,, contains InFDI and one institutional vari-
able. This specification follows standard practice in
simulation-based computational econometrics, in
which dynamic responses to shocks are examined
by iterating the system forward.

The workflow does not introduce new estima-
tion algorithms, nor does it rely on fully automated
model selection; instead, it formalizes best-practice
diagnostics and reproducibility safeguards within a
transparent execution sequence.

The endogenous vector y,, consists of the loga-
rithm of FDI inflows and one institutional quality
indicator at a time, while macroeconomic controls
(trade openness, inflation, unemployment, and GDP
per capita) enter the system as exogenous regressors.

2)

V= AAy,, +Bx, te,

where:

t—1, ..., N— indexes countries,

t—1, ..., T—indexes time,

v, — 1s the vector of endogenous variables,

x;, — denotes exogenous controls,

¢;,— 1s the reduced-form error vector.

All endogenous variables enter the system in
first differences, consistent with the unit-root and
cointegration diagnostics reported in Section 2.2. To
maintain numerical tractability and avoid overpa-
rameterization, the analysis proceeds via a sequence
of bivariate panel VAR models rather than a single
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high-dimensional system. In each specification, the
endogenous vector consists of log FDI inflows and
one institutional quality indicator.

Macroeconomic controls, including trade open-
ness, inflation, unemployment, and GDP per capita,
enter the model as strictly exogenous regressors
and are not included in the endogenous VAR vec-
tor. The model is estimated using a fixed-effects
panel VAR with forward orthogonal deviations, as
implemented in the panelvar package. This estima-
tor removes fixed effects without relying on internal
GMM instruments.

The lag order was set to one based on standard
information-criterion considerations, the limited
time dimension of the panel (T = 19), and numeri-
cal stability requirements of the estimated system.
Higher-order specifications were not pursued due to
degrees-of-freedom constraints and the risk of over-
parameterization in a multi-country panel VAR.

2.4. Structural Identification

Structural shocks were extracted using a Cho-
lesky decomposition of the estimated covariance
matrix of the residuals. All impulse responses
should therefore be interpreted as Cholesky-identi-
fied responses under a particular recursive ordering
assumption, rather than as fully structural causal ef-
fects. The ordering was set as:

[In FDI, Institutional Indicator],

Under this ordering, institutional variables are
allowed to respond contemporaneously to shocks in
FDI, whereas FDI responds to institutional innova-
tions only with a lag. This convention is consistent
with related research [2], [12], [14], and corresponds
to a modelling assumption in which institutional
structures respond sluggishly to economic move-
ments, while foreign investors can adjust more rap-
idly. This identification reflects the assumption that
foreign investment decisions can adjust rapidly to
economic conditions, while institutional reforms
are persistent processes; however, observed institu-
tional indicators may still exhibit contemporaneous
responses to investment-related pressures through
administrative or political channels.

2.5. Panel-Averaged Impulse Response Func-
tions and Stability Diagnostics

The impulse-response generation procedure can
be interpreted as the simulation of a perturbed mul-
tivariate dynamical system. The Cholesky-orthog-
onalized shocks serve as controlled perturbations,
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while the trajectories approximate the transient dy-
namics of the system under exogenous disturbances.

Before generating impulse response functions, the
numerical stability of the system was verified. The ei-
genvalues of the autoregressive matrix A; were com-
puted, and stability was accepted only if all eigenval-
ues lay strictly inside the unit circle. This requirement
guarantees that the simulated responses decay over
time rather than diverging, an essential property for
any structural dynamic model. The condition number
of the covariance matrix was also monitored to assess
the reliability of Cholesky decomposition and miti-
gate issues arising from near singularity. Bootstrap
confidence intervals were computed to detect insta-
bility in estimated responses.

To illustrate the computational architecture,
Figure 3 shows the integration of stability checks,
orthogonal shock decomposition, and profiling of
algorithmic complexity within the existing code
structure:

3. Results

The results presented in this section summa-
rize the behavior of the simulated institutional—in-
vestment system under the estimated panel VAR
dynamics. The computational workflow produces
several layers of output, including stability verifi-
cation, system-wide impulse-response trajectories,
and variance decompositions based on orthogonal
structural shocks. Together, these elements provide
a discrete-time characterization of how the model
responds to controlled perturbations and how uncer-
tainty propagates through the autoregressive opera-
tor. The presentation below focuses first on the em-
pirical properties of the estimated system and then
on the simulated responses that reveal its short-term
dynamic structure.

3.1. Data properties and preliminary diagnos-
tics

The unit-root tests indicated that /nFDI and all
six institutional indicators are integrated of order
one. Cointegration tests confirmed the absence of
robust long-run equilibrium relationships between
FDI and any institutional metric, validating the de-
cision to model the system in differences.

3.2. Panel VAR estimation and system-wide im-
pulse responses

The PVAR estimates reveal strong autoregres-
sive behavior in FDI, suggesting high short-term
persistence across the countries in the sample. Insti-
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tutional variables display weaker short-run effects,
while trade openness consistently shows a positive
association with changes in FDI.

The structural impulse responses showed that an
institutional improvement typically induced a short-
term decline in FDI inflows. This finding stands in
contrast to long-run theoretical expectations but
aligns with the hypothesis that institutional reforms
may impose temporary adjustment costs or reduce

strategic advantages available to investors under
less regulated conditions.

The panel-averaged IRF masks considerable
heterogeneity. India responded positively to institu-
tional improvements, whereas Brazil, Indonesia, and
Kazakhstan exhibited negative reactions. These dif-
ferences underscore the relevance of country-specific
structural conditions and support the use of panel
IRFs to derive more generalizable conclusions.

Orthogonal Impulse Response from InFDI
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Figure 3 — Panel-averaged IRF

Table 4 — Panel VAR Estimates — /nF'DI Equation

Predictor Estimate Std. Error p-value
Lagged InFDI 0.8712 0.0155 0.0000
Lagged InCOR —0.0120 0.0248 0.6289
Lagged trade 0.0015 0.0007 0.0457
Lagged inflation —0.0001 0.0030 0.9777
Lagged unemployment 0.0008 0.0051 0.8667
Lagged GDP per capita 0.0000 0.0000 0.2048
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The estimated panel VAR coefficients reveal
strong autoregressive persistence in FDI, with the
first lag of /nFDI exhibiting a large and highly sig-
nificant coefficient. Lagged institutional quality,
proxied by control of corruption, does not exert a
statistically significant short-run effect on changes
in FDI once dynamics and macroeconomic controls
are accounted for. Among the control variables,
trade openness shows a weak but statistically signif-
icant positive association with FDI dynamics, while
inflation, unemployment, and GDP per capita are
not significant. These results suggest that short-term
movements in FDI are primarily driven by internal
dynamics rather than contemporaneous institutional
changes.

3.3. Country-level dynamics: the Kazakhstan
case

Figure 4. illustrates country-specific IRFs us-
ing Kazakhstan as an example. The orthogonalized
IRFs are based on a Cholesky decomposition that
places institutional variables after FDI in the order-
ing. Confidence intervals were generated using 500
bootstrap replications.

A one-standard-deviation FDI shock induces a
small and short-lived negative response in the con-
trol of corruption (/nCOR), which dissipates by the
third period. Government effectiveness (InGOV)
also declines modestly and with slightly greater per-
sistence. These patterns suggest that inward capital
flows may temporarily strain administrative capaci-
ties rather than improve them.

Political stability (/nPOL) shows a more evi-
dent negative reaction, indicating that new invest-
ment may amplify distributional tensions or expose
existing political fragilities. In contrast, the rule of
law (InRUL) remains largely unaffected, consistent
with its slow-moving institutional character. Over-
all, these country-specific trajectories indicate that
short-term feedback from FDI to institutional quali-
ty is weak and, in some dimensions, mildly adverse.

3.4. Shock propagation and variance decompo-
sition

To analyze how shocks propagate through
the simulated dynamic system, the computa-
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tional environment includes a dedicated FEVD
module. In addition to its standard econometric
interpretation, FEVD is used here as a numerical
diagnostic. Using the estimated coefficient ma-
trix A,, the residual covariance matrix X, and
the Cholesky factor L, the module generates ho-
rizon-indexed variance shares that describe how
forecast uncertainty is distributed across struc-
tural shocks.

For each horizon, the algorithm computes the
state-transition operator 4,", applies the mapping
A "L, and aggregates the contribution of each inno-
vation to the forecast variance of every endogenous
variable. Numerical reliability is ensured by verify-
ing that the spectral radius of the companion matrix
is strictly below unity and by monitoring the con-
ditioning of X, to prevent artefacts caused by near-
singular residual structures.

Interpreted as a computational probe, FEVD
reveals the internal architecture of the model. It
highlights the channels through which innovations
propagate, the rate at which dynamics decay, and
the extent to which institutional shocks influence the
behavior of foreign investment.

The empirical results show a strong domi-
nance of own-variable shocks for all endogenous
series. FDI forecast variance is almost entirely
driven by its own innovations, with institutional
and macroeconomic shocks contributing only
marginally across all horizons. Institutional indi-
cators display the same pattern: slow-moving, in-
ternally driven dynamics with limited sensitivity
to external impulses from FDI. Macroeconomic
controls also exhibit minimal cross-variable spill-
overs.

Taken together, the FEVD evidence indicates
a system characterized by high persistence and
weak contemporaneous transmission. Institutional
shocks exert limited influence on FDI, and FDI
shocks have similarly small effects on institutional
indicators. These findings align with the IRF re-
sults and support the view that, over the short to
medium term, institutional quality and foreign in-
vestment primarily evolve through gradual inter-
nal processes rather than strong dynamic feedback
mechanisms.
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Figure 4 — Country-specific impulse-response functions for Kazakhstan. Each panel shows
the response of an institutional indicator to a one-standard-deviation shock in InFDI over an 8-year horizon
Shaded areas denote 95% bootstrap confidence intervals (500 replications).
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Forecast Error Variance Decomposition (FEVD)
Simulation-based decomposition of dynamic system variability
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Figure 5 — Forecast Error Variance Decomposition. Proportion of variance in each response variable explained by shocks
to all variables over a 10-period horizon in the PVAR model. Panels show how each shock propagates through the system.

4. Discussion

The simulation framework shows that the dy-
namic behavior of the institutional-investment sys-
tem is strongly shaped by the structural configura-
tion of the panel VAR model. The orthogonalization
scheme, the stability properties of the autoregressive
operator, and the numerical conditioning of the sys-
tem matrices jointly determine how the model reacts
to perturbations. The heterogeneous country-level
responses, for example, the positive short-run reac-
tion in India contrasted with the negative responses
in Brazil, Indonesia, and Kazakhstan, demonstrate
how small differences in estimated system param-
eters produce distinct transient trajectories once
the system is shocked. Rather than reflecting only
economic mechanisms, these patterns arise from the
interaction between empirical estimates, eigenvalue
geometry, and the algebraic structure of the trans-
formations applied within the simulation engine.

Interpreting these outcomes is most meaningful
when the model is viewed as a discrete-time com-
putational system rather than a purely econometric
specification. The impulse-response trajectories rep-
resent the evolution of the state-transition operator
under controlled perturbations, and their variation
across countries reflects differences in the local Ja-
cobians governing each subsystem. This viewpoint
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aligns the analysis with practices in applied com-
puter science and computational modelling, where
system dynamics are often characterized by sensi-
tivity to initial conditions, structural heterogeneity,
and path-dependent propagation of shocks across
interconnected modules.

The computational diagnostics embedded into
the workflow were essential for validating the simu-
lation environment. The stability check ensured that
all eigenvalues lay strictly within the unit circle, al-
lowing the system to be treated as a stable dynami-
cal process suitable for forward simulation. From
a computational perspective, the ordering defines
a specific shock-propagation topology within the
simulated system. Conditioning checks on the co-
variance matrix and its Cholesky factor prevented
numerical artefacts that could distort the shape or
magnitude of impulse-response paths. These con-
trols made it possible to attribute the observed pat-
terns to the underlying system dynamics rather than
to numerical instability. Reproducibility safeguards,
including fixed seeds and standardized matrix op-
erations, further strengthened the reliability of the
simulation results.

The findings also highlight the value of inte-
grating simulation-based reasoning with economic
interpretation. The short-run decline in FDI fol-
lowing improvements in institutional quality, ob-
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served in several countries, may reflect transitional
frictions, regulatory tightening, or the removal of
informal mechanisms previously relied upon by
investors. India’s positive response illustrates that
institutional strengthening can enhance credibility
and reduce uncertainty, producing favorable in-
vestment dynamics. The computational analysis
does not replace these interpretations but clarifies
how theoretical mechanisms interact with the sys-
tem’s numerical architecture, shaping the resulting
dynamic profiles.

Overall, the study demonstrates that modelling
socio-economic systems with panel VARs benefits
from a dual perspective: economic theory provides
directional hypotheses, while algorithmic analy-
sis reveals how those hypotheses materialize once
embedded in a high-dimensional, numerically con-
strained simulation environment. The results show
that dynamic interactions between institutions and
FDI are weakly coupled and sensitive to struc-
tural and numerical considerations, reinforcing
the need for careful system design when applying
computational models to complex socio-economic
processes.

It should be emphasized that the observed short-
term decline in FDI following improvements in in-
stitutional quality is hypothetical and transient. This
effect likely reflects temporary adjustment costs,
regulatory tightening, or strategic responses by in-
vestors, rather than a permanent consequence of in-
stitutional reforms. Therefore, these results should
not be interpreted as evidence of long-term causal
effects, which may vary across countries and mac-
roeconomic contexts.

5. Conclusions

The study introduces a computational frame-
work for simulating short-term interactions between

institutional quality and foreign direct investment
within a panel VAR setting. The workflow integrates
the preprocessing of heterogeneous panel data, sta-
bility verification, orthogonal shock construction,
and dynamic simulation through impulse-response
analysis and variance decomposition. By prioritiz-
ing algorithmic clarity, numerical conditioning, and
reproducibility, the framework reflects contempo-
rary standards in computer science research on dy-
namic system modelling.

The results show that the system operates as a
stable, high-dimensional autoregressive process
characterized by strong own-variable persistence
and limited cross-variable spillovers. Institutional
improvements frequently trigger temporary reduc-
tions in investment inflows, while shocks to FDI
exhibit similarly short-lived effects on governance
indicators. These patterns should be interpreted
not only in economic terms but also as emergent
properties of a simulated dynamical system whose
behavior is shaped by the spectral structure of the
autoregressive operator and the conditioning of the
transformation matrices.

Beyond the empirical findings, the modelling
environment developed here offers a reusable simu-
lation architecture. It can be extended in several
computational directions, including alternative or-
thogonalization schemes, machine-learning-assisted
parameter tuning, hybrid integration with agent-
based subsystems, or GPU-accelerated evaluation
of high-dimensional model variants. The framework
therefore contributes both substantive insights into
institutional-investment dynamics and a flexible
platform for future experimentation in multi-coun-
try, data-driven system simulation.
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