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DIGITAL FOOTPRINTS: CLUSTERING BROWSER HISTORY  
FOR USER PROFILING USING MACHINE LEARNING

Abstract. This study explores the use of unsupervised machine learning techniques to analyze his-
torical web activity, segment users, and detect anomalies for user profiling. By applying hierarchical 
clustering and Gaussian Mixture Models, we identified distinct browsing behaviors, categorizing users 
into four to five groups, including general browsing, social media engagement, high-bandwidth con-
sumption, and automated system processes. For anomaly detection, One-Class SVM and Isolation Forest 
were employed to flag deviations from expected behavior. The results indicate that approximately 5% 
of sessions were classified as anomalous by SVM, while Isolation Forest highlighted outliers associated 
with extended session durations and potentially high-risk application usage. These findings underscore 
the effectiveness of machine learning in distinguishing user behavior through digital footprints while 
identifying potential security threats or atypical usage patterns. The study demonstrates that unsuper-
vised learning can serve as a valuable tool for user profiling and behavioral analysis, with implications for 
cybersecurity, network monitoring, and online behavior modeling. Integrating clustering with anomaly 
detection provides a scalable approach for uncovering usage trends and deviations in web traffic. Future 
research should expand dataset coverage and incorporate adaptive models to enhance classification ac-
curacy and responsiveness to evolving web behaviors.

Key words: digital footprints, user profiling, clustering, anomaly detection, browsing behavior, ma-
chine learning, network traffic analysis.

1. Introduction

In today’s digital landscape, individuals con-
tinuously generate extensive digital footprints, with 
browsing history serving as a valuable resource for 
analyzing online behavior. Profiling users based on 
their web activity has broad applications across cy-
bersecurity, personalized recommendations, behav-
ioral psychology, and anomaly detection. Research 
suggests that browsing patterns can offer insights 
into psychological traits, aid in personality predic-
tion, and reveal demographic information. With 
advancements in machine learning, clustering tech-
niques have emerged as a powerful tool for seg-
menting users based on their browsing habits.

Recent studies highlight the deep connection be-
tween web activity and individual psychological and 
demographic characteristics. For example, Kelly 
and Sharot [1] found that specific browsing patterns, 
such as frequent news consumption, correlate with 
anxiety and mood fluctuations. Similarly, Lytvyn et 
al. [2] examined the relationship between browsing 
behavior and the Big Five personality traits, dem-
onstrating how machine learning can extract behav-

ioral insights from digital footprints. Further, Lien, 
Bai, and Chen [3] established that browsing logs can 
accurately predict demographic factors such as age 
and gender. These findings suggest that online activ-
ity not only reflects user interests but also provides a 
window into deeper psychological attributes.

From a security perspective, Paul and Medhe 
[4] applied machine learning to detect anomalies 
in browsing behavior, demonstrating how cluster-
ing algorithms can distinguish between typical and 
atypical users–an approach particularly useful for 
identifying insider threats or risky activity. Similar-
ly, Salomatin et al. [5] explored browser fingerprints 
for user identification, showing that even anony-
mized browsing data can be leveraged for profiling. 
Collectively, these studies underscore the potential 
of browsing history as a rich source of behavioral 
insights, with implications for both user profiling 
and security risk assessment.

This study examines the effectiveness of clus-
tering techniques in segmenting users based on their 
browsing activity, identifying distinct behavioral 
patterns, and detecting potential anomalies. By ap-
plying machine learning models, we aim to assess 
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how well various clustering methods classify brows-
ing behaviors and whether meaningful patterns 
emerge from real-world web activity. Additionally, 
the study explores the role of anomaly detection in 
identifying deviations from typical user behavior, 
which may signal unusual or high-risk activities.

To achieve these objectives, this research seeks 
to answer the following key questions:

- To what extent can machine learning tech-
niques cluster users based on their browsing activ-
ity?

- What behavioral patterns emerge from the 
analysis of browsing logs?

- How effective are anomaly detection methods 
in identifying atypical browsing behavior?

We hypothesize that applying machine learn-
ing-based clustering will reveal distinct user behav-
ior patterns, ranging from general web browsing to 
high-data consumption and potentially anomalous 
activity. Clustering techniques are expected to dif-
ferentiate users based on factors such as browsing 
frequency, session duration, and the nature of web 
interactions. Additionally, anomaly detection mod-
els should effectively identify outliers whose brows-
ing behaviors significantly deviate from the norm.

By addressing these research questions and test-
ing this hypothesis, the study aims to contribute to 
the growing field of digital footprint analysis, dem-
onstrating the utility of clustering techniques in 

profiling web activity. The dataset consists of ano-
nymized browsing logs, ensuring compliance with 
privacy and ethical guidelines while enabling mean-
ingful behavioral insights.

2. Materials and Methods

This section details the dataset, preprocess-
ing techniques, clustering and anomaly detection 
methods, and statistical analyses employed in this 
study. The methodology is structured to ensure rep-
licability, enabling future researchers to apply simi-
lar approaches for user behavior profiling based on 
browsing history.

2.1. Dataset and Experimental Design
The data set used in this study consists of 

138,105 web browsing records collected during Oc-
tober 2024 from the Astana IT University network 
using Fortigate logging. The logs contain structured 
data capturing various aspects of browsing behav-
ior, making them well-suited for machine learning-
based segmentation and anomaly detection. While 
this dataset originates from a university environ-
ment, the methodology can be generalized to other 
network-based browsing datasets, such as corporate 
or public Wi-Fi networks.

The dataset includes several key attributes es-
sential for behavioral analysis [6], [7], shown in 
Table 1.

Table 1 – Dataset key attributes.

Key Attribute Definition

Timestamp data The precise date and time of each web request, allowing for temporal analysis of browsing 
patterns.

Source and destination IPs Unique identifiers of browsing sessions, enabling session-based behavioral profiling.

Application and category Information about the type of accessed resources, such as educational platforms, social media, 
entertainment or cloud services.

Application risk level A built-in risk assessment score, categorizing the potential security impact of visited services.
Traffic volume The number of bytes sent and received, useful for identifying high-traffic users or outlier activity.
Action taken Whether the request was allowed, blocked or flagged by security policies.

Including categorical and numerical features in 
the dataset allows for applying unsupervised learn-
ing algorithms, facilitating user segmentation and 
anomaly detection [8], [9]. The data also presents 
an opportunity to study temporal trends in browsing 
behavior, offering insights into variations in web ac-
tivity across different periods [10].

2.2. Data Preprocessing and Feature Engineer-
ing

Before applying machine learning models, the 
dataset underwent multiple preprocessing steps to 
ensure data consistency and quality. This included:

- Handling missing values: Incomplete records 
were removed to maintain dataset reliability.
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- Encoding categorical variables: Categorical at-
tributes such as application category, risk level and 
action type were converted into numerical values 
using label encoding, ensuring compatibility with 
clustering algorithms [4].

- Timestamp processing: The date and time 
fields were combined into a single datetime column, 
enabling more precise time-based clustering [3].

- Feature scaling: Traffic volume features (sent 
and received bytes) were normalized using Stan-

dardScaler, preventing numerical dominance in dis-
tance-based clustering models [11].

By structuring the data this way, we ensured that 
both clustering and anomaly detection models oper-
ated optimally, producing meaningful and interpre-
table results [12].

2.3. Clustering Methods
To segment users based on browsing behavior, 

we applied two different clustering techniques in 
Table 2.

Table 2 – Clustering parameters.

Clustering Method Number of Clusters Distance Metric Linkage Method/ 
Covariance Type

Hierarchical Clustering 5 Euclidean Ward
Gaussian Mixture Model (GMM) 4 Mahalanobis Full

2.3.1. Hierarchical Clustering
Hierarchical clustering was selected due to its abil-

ity to group similar users without requiring a predefined 

number of clusters [13]. Using the Ward linkage meth-
od Equation (2), we constructed a dendrogram, which 
suggested an optimal cluster count of five. 
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where d(x,y) is the Euclidean distance between two 
data points x and y, and n represents the number of 
features. D(A,B) is the dissimilarity measure be-
tween clusters A and B, and μА and μD are the cen-
troids of clusters A and B, respectively.

Each cluster represented a distinct browsing pat-
tern, characterized by:

- Academic and research-oriented users: Fre-
quently accessed educational and research plat-
forms.

- Social and entertainment users: Engaged in 
high social media and streaming activity.

- Automated system traffic: Repetitive browsing 
logs likely generated by background processes.

- High-volume users: Consumed large amounts 
of network bandwidth, possibly for downloads.

- General browsing users: Displayed diverse and 
balanced web activity across multiple categories.

The hierarchical clustering approach provided a 
well-structured segmentation, allowing for a com-
prehensive interpretation of different browsing be-
haviors [14].

2.3.2. Gaussian Mixture Model (GMM)
Since hierarchical clustering does not support 

overlapping user behaviors, we also implemented 
a Gaussian Mixture Model, which assigns probabi-
listic cluster memberships to users. This approach 
was particularly useful for identifying users whose 
behavior fits into multiple categories [15]. 
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where p(x) is the probability density function of 
data point x, πk is the weight of cluster k, N(x|μk, Σk) 
represents the Gaussian distribution with mean μ(k) 
and covariance matrix Σk.

The GMM algorithm produced four main clus-
ters:

- Academic users: Primarily accessed learning 
materials.

- Entertainment-oriented users: High engage-
ment with media and social platforms.

- High-bandwidth consumers: Showed exten-
sive data usage.

- Background process users: Repetitive brows-
ing, potentially system automated.

By comparing hierarchical clustering and 
GMM, we confirmed that behavioral segmentation 
was robust, with both models producing comple-
mentary insights [16].

2.4. Anomaly Detection Approaches
While clustering helped segment users based on 

browsing activity, anomaly detection was employed 
to identify users whose behavior deviated signifi-
cantly from typical patterns. We applied two differ-
ent methods, shown in Table 3.

Table 3 – Anomaly detection parameters.

Anomaly Detection Method Kernel / Splitting Criterion Anomaly Threshold Output

One-Class SVM RBF ν = 0.02 Binary classification 
(-1 = anomaly, 1 = normal)

Isolation Forest Random subspace partitioning Contamination = 0.05 Binary classification 
(-1 = anomaly, 1 = normal)

2.4.1. One-Class SVM
One-Class Support Vector Machines (SVM) 

are commonly used for detecting outliers in high-
dimensional data. This technique was trained on the 
majority of normal browsing behavior and then used 
to flag records that significantly deviated from this 
pattern [17]. 
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where ω is the normal vector of the decision bound-
ary, ρ is the offset,  are slack variables and ν con-
trols the fraction of anomalies in the dataset.

The model identified 3,092 anomalies, which in-
cluded users with:

- Unusual access to restricted categories.
- Irregular spikes in data consumption.
- Multiple blocked access attempts.
These results suggest that One-Class SVM is ef-

fective in identifying potentially high-risk users or 
policy violations [5].

2.4.2. Isolation Forest
Isolation Forest, an ensemble learning method, 

was used as a secondary anomaly detection tech-
nique. Unlike SVM, which relies on decision bound-

aries, Isolation Forest isolates anomalies faster by 
randomly partitioning the dataset [18].
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where s(x) is the anomaly score, E(h(x)) is the aver-
age path length of data point x in the isolation trees 
and c(n) is a normalization factor based on dataset 
size n.

Key findings from the Isolation Forest model 
include:

- A subset of users exhibited consistent high-
risk behavior, aligning with SVM anomalies.

- Some flagged users engaged in unusual brows-
ing sessions during non-peak hours.

- The method successfully distinguished be-
tween general outliers and extreme cases of high-
risk activity.

Together, One-Class SVM and Isolation Forest 
provided a robust framework for detecting anoma-
lous browsing behavior, reinforcing the effectiveness 
of machine learning in digital footprint analysis [19].

2.5. Statistical Analysis and Data Visualization
The distribution of users across clusters was vi-

sualized through graphs, highlighting the number of 
groups and their defining characteristics. By visual-
izing anomalies, we were able to distinguish typi-
cal browsing behavior from potentially suspicious 
activity.
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Additionally, a risk assessment was conducted 
for users associated with high-risk applications, 
enabling the identification of groups that may pose 
potential security threats. A comparative analysis 
of Gaussian Mixture Models (GMM) and Support 
Vector Machines (SVM) helped determine the over-
lap in detected anomalies, suggesting the presence 
of specific behavioral patterns among users.

The study’s findings were presented through 
cluster distributions, user profiles, and detected 
anomalies, facilitating a comprehensive analysis of 
digital footprints and key behavioral traits [20]. A 
multi-stage machine learning pipeline was imple-
mented, integrating clustering for segmentation 
and anomaly detection for security assessment. 
The dataset, enriched with temporal and categori-
cal features, underwent cleaning, normalization, and 
encoding before being processed through hierarchi-
cal clustering, GMM, One-Class SVM, and Isola-
tion Forest. Statistical validation and visualization 
confirmed the effectiveness of these models, dem-
onstrating that browsing logs can yield valuable 
behavioral insights when analyzed using machine 
learning techniques.

3. Results

The clustering analysis effectively segmented 
users into distinct behavioral groups based on their 

browsing activity. Hierarchical clustering identified 
five clusters, while the Gaussian Mixture Model 
(GMM) produced four user groups. The results in-
dicate clear behavioral differentiation, with clusters 
varying in web usage patterns, data consumption, 
and the types of applications accessed.

Beyond cluster-specific characteristics, a statis-
tical analysis of browsing behavior provided addi-
tional insights. The average session duration across 
all users was approximately 9.5 minutes, with a me-
dian of 7.2 minutes, suggesting that most browsing 
sessions were relatively brief. The mean volume of 
data transferred per session was 12.8 KB sent and 
76.4 KB received, reflecting typical web activity. 
Most users accessed low- to moderate-risk applica-
tions, with a mean application risk score of 1.85 on 
a scale where higher values indicate riskier content.

These statistical findings contextualize the clus-
ter distributions and anomaly detection results, rein-
forcing the validity of the identified behavioral seg-
ments and providing a quantitative foundation for 
interpreting user activity patterns.

3.1. Hierarchical Clustering Findings
Hierarchical clustering using the Ward linkage 

method identified five distinct user groups based on 
browsing activity. Figure 1 illustrates the clustering 
structure:

The summary of cluster characteristics is pre-
sented in Table 4.

Figure 1 – Hierarchical clustering dendrogram.
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Table 4 – Hierarchical clustering summary.

Cluster Avg. 
Duration

Data Sent 
(bytes)

Data Received 
(bytes)

App 
Category Risk Level Interpretation

1 751 sec 8.7 KB 54 KB 6.2 Low (1.05) Likely students/researchers access educational 
or informational sites.

2 379 sec 5.2 KB 15 KB 10.45 Moderate 
(3.6)

Likely social media and entertainment users, 
given the higher app category.

3 107.72 sec 89 KB 110 KB 5.2 Very Low 
(1.04)

Automated/Bot Activity. Extreme duration 
suggests a system process or background 

service rather than human browsing.

4 4.63 sec 3.3 KB 3.34 MB 10.18 Moderate-
High (2.88)

High-risk or heavy media users, possibly 
watching videos, downloading large files or 

accessing risky content.

5 357 sec 494 KB 31 MB 12.57 Moderate 
(2.4)

Streaming or file-sharing users. Low session 
time but massive data received suggests video 

streaming, torrents or cloud storage.

Cluster analysis revealed the following user 
groups:

- Academic and research-oriented users had an 
average session duration of 12 minutes, relatively 
low data transfer volumes (8.7 KB sent, 54 KB re-
ceived), and a low-risk level of 1.05.

- Social and entertainment users showed shorter 
sessions (~6 minutes) but a moderate risk level of 
3.6, likely due to engagement with various content 
types.

- Automated system traffic was characterized by 
highly long session durations (~30 hours) and mini-
mal data transfer, indicating non-human traffic.

- High-volume users exhibited large data trans-
fers (3.3 MB sent, 3.34 MB received per session) 
with a higher risk level of 2.88, suggesting stream-
ing, downloads, or accessing restricted content.

- General browsing users had short sessions (~6 
minutes) but high data usage (31 MB received per 
session), implying intensive media consumption.

Figure 2 – User profile distribution based on hierarchical clustering.
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The largest user groups identified through clus-
tering consisted of Educational & Research Users 
and Social Media & Entertainment Users, while 
clusters associated with high data consumption and 
automated traffic comprised a smaller portion of the 
total user base. These findings confirm that hierar-
chical clustering effectively differentiates browsing 
patterns.

The results further demonstrate that hierarchi-
cal clustering successfully segments users based on 
distinct browsing behaviors, distinguishing standard 

web activity from automated processes and high-
bandwidth usage.

3.2. GMM Clustering Findings
Gaussian Mixture Model (GMM) clustering 

identified four distinct user groups based on brows-
ing activity. Unlike hierarchical clustering, GMM 
allows for probabilistic classification, meaning us-
ers may have characteristics of multiple groups.

The summary of GMM clusters, including ses-
sion duration, data transfer volumes and risk levels, 
is presented in Table 5.

Figure 3 – User profile distribution based on GMM clustering.

Table 5 – GMM clustering summary.

GMM 
Cluster

Avg. 
Duration

Avg. Data 
Sent (bytes)

Avg. Data 
Received 
(bytes)

Avg. App 
Category

Avg. Risk 
Level Interpretation

0 734 sec 2.4 KB 5 KB 6.31 Low (1.00) Likely students or researchers accessing 
educational or informational sites.

1 47 sec 1.8 KB 2.7 KB 9.92 High (3.35) Short session users, social media and 
entertainment browsing.

2 1.49 sec 97 KB 556 KB 7.62 Moderate 
(2.25)

Heavy data consumers (video streaming, 
downloads, cloud storage users).

3 107.72 sec 89 KB 110 KB 5.2 Very Low 
(1.04)

Automated/Bot Activity. Likely system 
processes running in the background.
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Cluster analysis revealed the following user groups:
- Academic users had an average session dura-

tion of 12 minutes, low data transfer (2.4 KB sent, 5 
KB received) and a low risk level of 1.00.

- Entertainment-oriented users had short brows-
ing sessions (~1 minute) and a higher risk level of 
3.35, indicating diverse content access.

- High-bandwidth consumers showed longer 
browsing durations (~25 minutes) and high data us-
age (97 KB sent, 556 KB received), likely due to 
video streaming or downloads.

- Background process users exhibited extremely 
long session durations (~30 hours) with minimal 
data transfer, suggesting background system pro-
cesses rather than human activity.

GMM clustering successfully segmented users 
based on browsing intensity, risk levels and content 
types, providing an alternative perspective on be-
havioral patterns.

3.3. Anomaly Detection Findings
Anomaly detection was conducted using GMM 

risk classification and One-Class SVM, identifying 
users whose browsing activity significantly deviated 
from the norm.

The GMM-based classification indicated that 
approximately 37,000 users (≈60%) were cat-
egorized as normal, while around 25,000 users 
(≈40%) were flagged as high-risk based on their 
browsing behavior, data usage and application 
risk levels.

 

Figure 4 – High-risk vs. normal users based on GMM clustering.

 

Figure 5 – Final risk assessment: normal vs. anomalous users.
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The One-Class SVM model further refined 
anomaly detection by classifying users based on de-
viations from typical browsing patterns. The results 
showed that around 58,000 users (≈95%) were con-
sidered normal, while approximately 3,000 users 
(≈5%) were flagged as critically anomalous, indicat-
ing unusual or suspicious browsing activity.

The combination of GMM and SVM anomaly 
detection methods provided complementary in-
sights, enabling the identification of both statistical-
ly high-risk users and behaviorally atypical activity.

3.4. Risk Alert Findings
Risk assessment was performed using Isolation 

Forest anomaly detection, identifying users with 
unusual browsing patterns based on traffic volume, 
session duration and application risk scores.

The first scatter plot visualizes detected anoma-
lies in relation to session duration and application 
risk scores. Most users have shorter session dura-
tions and low-to-moderate risk levels, while a small 
subset exhibits significantly longer durations with 
high risk, flagged as anomalies.

 

Figure 6 – Anomaly detection using Isolation Forest (session duration vs. application risk).

 

Figure 7 – Anomaly detection using Isolation Forest (sent vs. received data volume).
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The second scatter plot visualizes anomalies 
based on the volume of data sent and received. 
While most users cluster around lower data values, 
a small subset stands out due to significantly higher 
data transfers, suggesting activity related to large 
downloads, streaming, or automated processes.

These findings reinforce the effectiveness of Iso-
lation Forest in distinguishing typical user behavior 
from potential high-risk activity, complementing 
earlier anomaly detection results and further validat-
ing the model’s ability to identify unusual browsing 
patterns.

4. Discussion

This study investigated whether clustering tech-
niques can effectively segment users based on their 
browsing activity and whether anomaly detection 
can reliably identify unusual patterns. The find-
ings confirm that machine learning approaches can 
successfully group users into distinct behavioral 
profiles while flagging deviations from expected 
browsing behavior.

The clustering analysis produced well-struc-
tured segmentations, with hierarchical clustering 
identifying five distinct user groups and Gauss-
ian Mixture Models (GMM) differentiating four 
probabilistic profiles. The largest clusters consisted 
of educational users, social media consumers, and 
high-bandwidth users, reinforcing the idea that web 
browsing behavior follows recognizable patterns. 
These results align with previous research by El-
Ansari, Beni-Hssane, and Saadi [21], who demon-
strated that clustering web activity can effectively 
distinguish between academic and non-academic 
engagement. Similarly, Lima and de Castro [22] 
found that high-bandwidth usage is commonly 
linked to video streaming and file-sharing, mirror-
ing the high-data consumption groups identified 
in this study. The differences between hierarchical 
clustering and GMM highlight the value of using 
both strict and probabilistic clustering techniques to 
account for overlapping behavioral traits.

Beyond user profiling, anomaly detection 
proved effective in identifying deviations from stan-
dard browsing behavior. One-Class SVM flagged 
approximately 5% of users as anomalous, while 
Isolation Forest identified outliers based on session 
duration, application risk scores, and traffic volume. 
These findings align with previous studies suggest-
ing that machine learning can uncover unusual or 
potentially risky web activity. Lerner et al. [23] 
emphasized that deviations in browsing behavior 

can indicate security threats, such as unauthorized 
access attempts, while Schueller et al. [24] demon-
strated that combining multiple detection techniques 
enhances anomaly identification accuracy. The in-
tegration of clustering and anomaly detection in 
this study supports these conclusions, as it not only 
classified users into meaningful categories but also 
flagged those whose behavior significantly diverged 
from the majority.

The study also revealed distinct behavioral 
trends in browsing data. Users engaged in educa-
tional content tended to have longer but lower-risk 
sessions, whereas social media users had shorter 
browsing sessions with a higher associated risk. 
High-bandwidth users exhibited significant data 
transfers, while automated system processes gen-
erated prolonged, low-interaction activity. These 
patterns align with previous findings on digital foot-
print analysis and offer valuable insights into the 
classification of web usage.

Despite the effectiveness of these methods, sev-
eral limitations should be acknowledged. The da-
taset covered only two days of browsing activity, 
limiting the ability to capture long-term behavioral 
trends. Additionally, since the data was collected 
from a university network, the findings may not be 
fully representative of corporate or public browsing 
environments. Tareaf et al. [25] suggested that in-
corporating deep learning techniques could enhance 
detection accuracy, presenting a promising direction 
for future research. Expanding dataset coverage to 
include longitudinal browsing data would allow for 
a more comprehensive analysis of how user behav-
ior evolves over time.

Overall, this study demonstrates that clustering 
techniques provide meaningful user segmentation, 
while anomaly detection effectively identifies be-
havioral outliers. These findings reinforce existing 
research on digital footprint analysis and emphasize 
the importance of using multi-method approaches to 
profile web activity. Future research should explore 
more diverse datasets and refine detection models to 
improve accuracy and applicability across different 
browsing environments.

5. Conclusion

This study applied machine learning techniques 
to analyze browsing history, demonstrating the fea-
sibility of clustering users based on web activity 
patterns and detecting anomalies that deviate from 
expected behavior. The results confirm that unsu-
pervised learning methods can effectively catego-
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rize browsing habits, distinguishing between typi-
cal users and those exhibiting unusual or high-risk 
activity.

Applying hierarchical clustering and GMM al-
lowed for a structured classification of users, iden-
tifying key behavioral groups based on session du-
ration, data transfer volume, and application risk 
scores. Meanwhile, One-Class SVM and Isolation 
Forest successfully highlighted users with statisti-
cally significant deviations in their browsing pat-
terns, reinforcing the importance of anomaly de-
tection for identifying potential security risks or 
unusual online behavior.

These findings have implications for cyberse-
curity, network monitoring, and behavioral analy-
sis. They offer a scalable approach to understand-
ing digital footprints and detecting irregularities 
in web traffic. The integration of clustering and 
anomaly detection provides a multi-layered per-
spective on user behavior, which could be lever-
aged for automated risk assessment, policy en-
forcement, and resource management in various 
online environments.

While the study confirms the effectiveness of 
these methods, further research is needed to as-
sess long-term behavioral trends and generalizabil-
ity across different network settings. Future work 
should explore more extensive, diverse datasets and 
integrate adaptive machine-learning models to re-
fine classification accuracy.

In conclusion, this study highlights the potential 
of machine learning for digital footprint analysis, of-
fering a foundation for future advancements in web 
activity profiling and automated anomaly detection.
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