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MODEL BASED SOLUTION FOR COMPUTING CHECKPOINTING 
INTERVAL FOR FAULT-TOLERANT ROLLBACK-RECOVERY  

IN ENTERPRISE SERVERS

Abstract. Recently, reliable information processing has become a relevant topic with the increase 
of digitalization. It is especially essential for enterprises that process huge amounts of data every day. 
These processes require stability and reliability as their interruption might lead to various security issues. 
In order to tackle this, there are fault-tolerance algorithms that are specifically designed to prevent or re-
cover faults. This paper focuses on developing a heuristic solution to find optimal checkpointing interval 
for rollback-recovery fault-tolerance algorithm. The authors propose a model based solution that utilizes 
CPU capabilities to determine how often checkpointing should be taken for reliable information pro-
cessing. This research provides statistics and predictions from major research organizations, highlighting 
the relevance of the topic. Paper also reviews related work devoted to this area of research, providing 
comparisons and an overall analysis. The results of the work show that the proposed calculation method 
introduces minimal performance overhead, averaging 0.04 seconds to the average service time, while 
maintaining fault tolerance of the process. Authors indicate that this solution is suitable for proof-of-
concept systems to efficiently determine optimal interval for checkpointing.
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covery.
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model based solution for computing checkpointing interval for fault-tolerant rollback-recovery 

in enterprise servers 
Abstract. Recently, reliable information processing has become a relevant topic with the increase of 

digitalization. It is especially essential for enterprises that process huge amounts of data every day. These 
processes require stability and reliability as their interruption might lead to various security issues. In order 
to tackle this, there are fault-tolerance algorithms that are specifically designed to prevent or recover faults. 
This paper focuses on developing a heuristic solution to find optimal checkpointing interval for rollback-
recovery fault-tolerance algorithm. The authors propose a model based solution that utilizes CPU 
capabilities to determine how often checkpointing should be taken for reliable information processing. This 
research provides statistics and predictions from major research organizations, highlighting the relevance 
of the topic. Paper also reviews related work devoted to this area of research, providing comparisons and 
an overall analysis. The results of the work show that the proposed calculation method introduces minimal 
performance overhead, averaging 0.04 seconds to the average service time, while maintaining fault 
tolerance of the process. Authors indicate that this solution is suitable for proof-of-concept systems to 
efficiently determine optimal interval for checkpointing. 

Key words: checkpointing, fault-tolerance, enterprise, heuristic solution, application, rollback-
recovery. 

 
 
1. Introduction 
 
Currently, reliable information processing is 

becoming relevant with the increase of digital 
information. The increase in the volume of digital 
information was due to the exponential growth of 
data mining and the widespread introduction of 
digital technologies. In 2024, more than 463 
exabytes (1018 bytes) of data are estimated to be 
generated worldwide every day.  

Almost all information is processed on servers. 
According to researchers [1], the enterprise server 
market is projected to be USD 87.96 billion in 
2024 and USD 129.42 billion by 2029, an average 
increase of 8.03% during the forecast period (2024-
2029). Figure 1 shows this data in a graph format 
for clear understanding.  

Enterprise servers are crucial indicators of a 
country's level of digitalization. Figure 2 displays 
growth of enterprise server market by regions. We 

can see that most developing countries in Asia and 
Australia show high increase in enterprise server 
market including Kazakhstan. This suggests that 
the relevance and importance of the reliable 
enterprise servers in these regions will increase as 
well. 

Enterprise servers can fail while processing any 
information, leading to data loss and disruption of 
the entire system. Other researchers from Uptime 
Institute [2] analyzed outage of servers from 2021 
to 2023. An outage is a period of time when a 
computer system, service, network, or 
infrastructure is unavailable or not functioning 
properly. Figure 3 shows that according to their 
research, average cost per outage increased from 
100 000 USD to 200 000 USD during the 
examined period. Therefore, it is very important for 
enterprise systems to have methods and techniques 
that increase the system's resistance to  
failures. 
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Figure 1 – Enterprise Server Market size predictions 
 
 

 
Figure 2 – Enterprise server market growth rate by region 

 
 

 
Figure 3 – Average cost per server outage 
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A popular solution for handling faults and 
malfunctions is the integration of fault-tolerance 
algorithms. Fault tolerance is the ability to 
eliminate unexpected malfunctions that occur 
during the operation of the system [3]. Using fault 
tolerance algorithms, one can achieve reliable 
operation of the entire system. This is especially 
important for enterprise information systems that 
are highly dependent on the operation of servers 
and perform high computing processes that require 
high availability. 

Rollback-recovery algorithm is one of the fault-
tolerance algorithms that allows to recover the 
server/system to a consistent state using 
checkpointed states called “checkpoints”. These 
checkpoints are stored in stable storage [3]. One of 
the hyperparameters of the algorithm is 
checkpointing interval, that is how often 
checkpointing should be taken. In this work, we 
aim to compute the optimal interval between each 
checkpoint while maintaining minimal impact on 
performance. 

 
2. Related work 
 
In this section, we gathered and reviewed 

different works related to fault-tolerance algorithms 
with checkpointing nature.  

Yishu et al. [4] addresses the challenge of 
protecting iterative applications from fail-stop 
errors. Authors achieve this by developing an 
optimal checkpointing strategy. The idea of the 
works is to execute a series of iterations, each 
comprising multiple tasks with varying execution 
times and checkpoint costs. The authors propose a 
dynamic programming algorithm to compute the 
optimal checkpointing pattern. The results 
demonstrate that a globally periodic strategy can 
outperform traditional methods, such as 
checkpointing after each task or at the end of each 
iteration.  

Research by Jayasekara et al. [5], discusses the 
inefficiencies of traditional single level 

checkpointing in stream processing platforms. The 
authors propose a theoretical framework for a 
multi-level periodic checkpointing system, where 
at each checkpoint interval, a specific level is 
selected probabilistically. They derive optimal 
checkpoint intervals and associated probabilities by 
considering factors such as failure rates, checkpoint 
costs, restart costs, and potential failures during 
recovery at each level.  

Another research by Hérault et al. [6], outlines 
the challenge of input/output (I/O) contention in 
high-performance computing (HPC) environments, 
where multiple applications compete for limited 
I/O bandwidth. The authors propose a cooperative 
scheduling policy that optimizes the overall 
performance of concurrently executing 
checkpoint/restart-based applications sharing I/O 
resources. They develop a theoretical model and 
derive necessary constraints to minimize global 
waste on the platform. Their findings indicate that 
combining optimal checkpointing periods with I/O 
scheduling strategies can significantly improve 
overall application performance. 

Research by Ezhilchelvan el al. [7] examines 
a server subject to random breakdowns and 
repairs, providing services to incoming jobs with 
highly variable lengths. The study focuses on 
implementing a checkpointing policy aimed at 
mitigating potentially lengthy recovery periods 
by periodically backing up the current state. The 
authors analyze a general queuing model that 
incorporates breakdowns, repairs, backups, and 
recoveries to determine optimal checkpointing 
intervals that enhance performance. They derive 
exact solutions under both Markovian and non-
Markovian assumptions. Through numerical 
experiments, the paper illustrates conditions 
under which checkpoints are beneficial and 
quantifies the achievable advantages in such 
scenarios. 

Overall works [4] – [7] are analyzed and 
compared with our work. The results of the 
comparisons are shown in Table 1.  
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Table 1 – Comparison of related works 
 

Work Overview Advantages Disadvantages 
Yishu et al. introduce a mathematically optimized 

checkpointing strategy for iterative 
applications that experience fail-stop errors. 

theoretical optimal 
strategy, strong 
mathematical solution 

assumes controlled 
conditions, less practical 
application 

Jayasekara et al. implements a multi-level checkpointing 
approach for exascale systems, optimizing 
failure recovery through adaptive interval 
selection. 

advanced exascale 
optimization, multi-level 
fault tolerance 

limited to exascale systems, 
complex to implement 

Hérault et al. proposes a scheduling algorithm that 
provides an optimal checkpoint period to 
maximize overall platform throughput. 

efficient scheduling 
algorithm, considers 
bandwidth constraints 

limited to shared HPC 
environments, complex 
deployment 

Ezhilchelvan et al. introduces optimal checkpointing strategies 
for systems with task variability and random 
failures 

strong theoretical model 
based on queuing theory  

requires predefined failure 
and repair rates 

Our work provides a heuristic solution for computing 
optimal checkpointing interval 

practical approach, good 
for proof-of-concept 
systems 

lack of theoretical 
optimization 

 
 
Overall, the reviewed authors have provided 

good theoretical solutions for checkpointing-based 
approaches. The main difference between our work 
and these works is that our solution is more 
practical with a focus on real-life applications.  

 
3. Methodology 
 
To achieve consistency of data processed 

during process execution, we use a rollback-
recovery algorithm. This algorithm mainly works 
using “checkpoints”. 

The idea of a checkpointing is to periodically 
store the state of a computation in stable storage [8] 
– [10]. Checkpoints are established while the 
process is running without failure. This saved state 
can be used to restart the process, rather than 
completely restarting the process, which would 
involve lengthy, repetitive processing and repeated 
output.  

Problem identification 
The main question here will be to find the 

optimal interval for taking these control points. 
Because taking checkpoints too often will increase 
overhead and response time during uptime periods 
and will require larger storage capacity. On the 
other hand, if the checkpointing is performed less 
frequently, the rollback duration must be long, 
which subsequently increases the duration of 
service unavailability after a failure. Thus, the 
effectiveness of the system's fault tolerance will 
decrease. 

The ideal way to calculate the optimal check 
interval is to estimate it by simulating the system 

along with all relevant parameters, which include 
the request arrival rate, server processing speed, 
server failure probability, etc. Such modeling work 
has been extensively done by many authors [11] – 
[16]. This ideal way of determining the optimal 
interval is not feasible when we are prototyping a 
proof-of-concept system because the corresponding 
values for all model parameters are unknown. 
Therefore, we decided to estimate the checkpoint-
ting interval heuristically, as described below. 

Heuristic solution 
Intuitively, the frequency of checkpointing will 

depend on the average execution of the process as 
well as on the frequency of the CPU. This is 
because: more processor power means shorter 
execution times. This is derived from fundamental 
computer architecture and performance modeling 
equations by John L. Hennessy et. al. [17].  

Equation 1.  
The equation by John L. Hennessy et. al. 

describes how total execution time is inversely 
proportional to the CPU frequency, if we assume 
the number of instructions and cycles per 
instruction (CPI) remain constant.  

 
T =  𝐼𝐼𝐼𝐼∗𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐼𝐼

𝑓𝑓𝑓𝑓                                           (1) 
Where: 
T = total execution time 
I = number of instructions 
CPI = cycles per instruction 
f = CPU frequency (gigahertz) 
This was based on fundamental principles 

established by computer architects and engineers 
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over decades, including Amdahl’s Law [18] and 
pipelining concepts in modern CPUs. Using this 
model, we propose a solution for calculating 
checkpointing interval that is based on CPU 
frequency and mean execution time. 

Definition 1. Tc is the time in seconds between 
two checkpoints during a fail-free computational 
process. 

Definition 2. The mean execution time 𝑇𝑇𝑇𝑇𝑝𝑝𝑝𝑝 
refers to the average time required to complete a 
given computational process on a single-threaded 
CPU. It is calculated as the difference between the 
total area of the cumulative distribution function 
(CDF) and the area under the CDF. 

Definition 3. CPU frequency – f defines how 
many cycles per second the CPU can execute in 
gigahertz. This parameter varies depending on CPU 
of each individual server.  

Equation 2. 
We use the following Equation (1) to determine 

the checkpointing interval (Tc): 
 

𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐 =  𝑇𝑇𝑇𝑇𝑝𝑝𝑝𝑝
𝑓𝑓𝑓𝑓                                                 (2) 

 
Where: 
Tp= mean execution time on a single threaded 

CPU (seconds) 
f = CPU frequency (gigahertz) 
 
The higher CPU frequency the lower 

checkpointing interval value. Subsequently, lower 
checkpointing interval means more checkpoints can 

be established during processing with minimal 
impact on performance. 

 
Equation 3. 
The area under the CDF is computed using the 

Trapezoidal Rule:  
 

area under CDF = 
 ∑ (hi+hi+1)

2
N−1
i=1 ∗ (xi+1 − xi)                (3) 

Where: 
hi = i-th height of trapezoid 
xi = i-th width of trapezoid 
N = total number of trapezoids 
 
This method ensures a fast and accurate 

approximation of execution time probabilities over 
time. CDF will also be used to evaluate the 
effectiveness of checkpointing in the next sections. 

 
Equation 4. 
Tp is calculated using the following equation: 
 

 Tp = total area CDF – area under CDF     (4) 
 
Where: 
Total area CDF represents the longest 

execution time. 
The area under the CDF is the result of 

Equation (3). 
The above Equations (2)-(4) are coded in 

python and can be used to calculate checkpointing 
interval (see Listing (1)). 

  
 
Listing 1: Code for checkpointing interval calculation 
1: import pandas as pd 
2:  
3: response_times = […] 
4:  
5: def calc_probabilities(arr): 
6:  df = pd.DataFrame(arr) 
7:  df = df.rank(method='max') / len(df) 
8:  return df[0].tolist() 
9:  
10: def calc_area(h1, h2, x1, x2): 
11:  delta_x = x2 – x1 
12:  avg_h = (h1 + h2) / 2 
13:  return avg_h * delta_x 
14:  
15: def find_area_under_cdf(x_arr, y_arr): 
16:  res_area = 0 
17:  for i in range(len(x_arr)): 
18:  if (i == len(x_arr) – 2): 
19:  break 
20:  res_area += calc_area(y_arr[i], y_arr[i + 1], x_arr[i], x_arr[i + 1]) 
21:  return res_area 
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22:  
23: def compute_Tp(total_area_CDF, area_CDF): 
24:  return total_area_CDF – area_CDF 
25:  
26:  
27: def compute_checkpoint_interval(T_p, f): 
28:  return T_p / f 
29:  
30:  
31: probabilities = calc_probabilities(response_times) 
32: area_CDF = find_area_under_cdf(response_times, probabilities) 
33: total_area_CDF = response_times[len(response_times) – 1] 
34: T_p = compute_Tp(total_area_CDF, area_CDF) 
35: optimal_checkpointing_interval = compute_checkpoint_interval(T_p, 2.7) 
 
 
Overall, this solution is aimed at providing 

basic checkpointing implementation for 
applications that are less prone to long term breaks 
as the solution is not theoretically optimal. 
However, this should be enough for small to 
medium-sized enterprises with limited technical 
capabilities and specialists.  

 
4. Results and discussions 
 
To validate the effectiveness of purposed 

method, we run simulations of process executions 
with and without checkpointing to see how much 
overhead it adds to the processing time. As a 
testing environment we have two servers with 

2.70GHz CPU each. As a testing process we have 
selected is document template generation process. 
It includes .word file generation with text input in 
the contents of the file and converting it to .pdf file 
that contains QR code of digital signature.  

To compute average execution time on a single 
threaded CPU, we created script for the proposed 
process in Python. Then, we run the program for 
400 time to find Tp. Using the results, we plotted 
CDF (Cumulative Distribution Function) of 
execution times (see Figure 4). After this, we 
calculated mean execution time using Equation 4. 
The result was 0.52 seconds. After that we used 
Equation 2 to calculate checkpointing interval, 
which resulted in 0.09 seconds. 

 
 

 
 

Figure 4 – CDF of execution times 
 

After calculating the checkpointing interval, we 
can start utilizing it for recovery. To test how 
checkpointing can impact performance when server 
breaks down, we implemented testing scenario that 

will crash our application at random moment 
during execution and perform recovery. In the first 
case, we do not utilize checkpointing. In the second 
case we use the checkpointing using our calculation 
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model. In both cases, the process is recovered in 
another server using rollback-recovery algorithm.  

Figure 5 shows CDF of execution times with 
and without checkpointing when simulated cash 
occurs. The total number of repetitions was 400 for 
each case. As a result, when checkpointing is used 
most processes are completed under 500 

milliseconds. This compares with almost 950 
milliseconds in case of no checkpointing. 

To show how much overhead is added after 
enabling checkpointing, we run the testing process 
again with checkpointing in a crash free 
environment. Figure 6 displays CDF of execution 
times with and without checkpointing. 

 
 

 
 

Figure 5 – CDF of execution times with and without checkpointing  
in a crash simulation environment 

 
 

 
 

Figure 6 – CDF of execution times with  
and without checkpointing in a crash free environment 
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As seen in Figure 6, checkpointing adds small 
overhead to the execution duration, increasing 
mean execution time by only 0.04 seconds. Note 
that without checkpointing, upon failure, process 
would be restarted from the very start and the 
service time of the process would be a lot higher as 
seen in Figure 5. 

 
5. Conclusion and future work 
 
The research conducted in this article is very 

relevant and in demand at the present time. The 
huge increase in the load on servers leads to 
unwanted failures in the operation of corporate 
servers, which significantly interferes with the 
successful and reliable operation of enterprises 

In this work we carried out research on 
developing a heuristic solution for calculating 
optimal checkpointing interval for well-known 
rollback-recovery method. We used CPUs 
capability and mean execution time of process to 
calculate the checkpointing interval. During our 
research, we found out that the method greatly 
improves the performance of applications in a 
failure scenario, while adding tiny overhead to the 
performance (0.04 seconds) in a crash-free 
scenario. By applying this method, small/medium 
enterprises can easily find the checkpoint interval 
and use the rollback-recovery method to ensure 
reliability.  

Currently, this solution is experimentally 
proven to be effective in an environment that is less 
prone to errors. The limitation of the work is the 
absence of theoretical optimization for long-term 
applications. This can be future research topic for 
our team.  

Another future direction of this work can be the 
performance evaluation of the proposed solution in 
different workloads such as multi-threaded CPUs 
and distributed systems. 
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