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ANALYSIS OF THE EFFECTIVENESS  
OF OBJECT RECOGNITION METHODS IN IMAGES

Abstract. This paper considers the problem of object recognition in images, which is one of the 
key problems of computer vision. The relevance of the research is due to the wide application of object 
recognition systems in such areas as security, medicine, robotics, automotive industry and quality con-
trol. The research analyses existing recognition methods, including traditional approaches and modern 
deep learning methods. Their advantages, disadvantages and effectiveness in different environments are 
evaluated. On the basis of experimental data, the most effective algorithms for application in recognition 
systems were selected. The results of the work allowed us to propose recommendations for the selection 
and improvement of methods of object recognition, which helps to improve the accuracy and reliability 
of such systems. The obtained conclusions can be useful for specialists in the field of computer vision 
and developers of applications that use recognition technologies.
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1. Introduction

Object recognition is a task related to the identi-
fication and classification of objects in images. This 
task includes such steps as feature extraction, im-
age processing and the use of machine learning al-
gorithms for classification [1]. Traditional methods 
based on manual feature extraction are gradually 
giving way to modern approaches based on deep 
neural networks (Deep Learning) such as convolu-
tional neural networks (CNNs) and transformers [2].

Despite the successes achieved, the choice of 
an appropriate object recognition method depends 
largely on the task conditions: image complexity, 
presence of noise, amount of training data and com-
putational resources [3]. The main objective of this 
study is to comparatively analyse the performance 
of different methods of object recognition in im-
ages, considering the above factors

Several popular approaches, including tradi-
tional image processing algorithms, machine learn-
ing and deep neural networks [4] will be considered. 
The results of the analysis will identify the strengths 
and weaknesses of each method and provide recom-
mendations for their application depending on the 
specifics of the task [5].

The classical object detection algorithm devel-
oped by Viola and Jones is based on cascade clas-
sification using Haar features [6]. The advantage 

of the method is its high speed due to the integral 
images and AdaBoost algorithm, which allows the 
most informative features to be extracted [7]. How-
ever, the detector is limited in application due to 
sensitivity to the rotation angle of objects and low 
accuracy in complex scenes.

The oriented gradient histogram method is 
widely used to detect objects such as pedestrians. It 
constructs histograms of gradients within localised 
regions of an image, which can effectively describe 
its structure. HOG is robust to illumination changes 
and easy to implement but can exhibit low accuracy 
when the scale and orientation of objects change [8].

2. Materials and Methods

Early developments in object recognition were 
based on classical image processing techniques such 
as: Image Segmentation, Hough Features, SIFT 
(Scale-Invariant Feature Transform) and SURF 
(Speeded-Up Robust Features) HOG (Histogram 
of Oriented Gradients) [9]. These methods showed 
good results for simple objects and conditions, they 
suffered from limitation in handling complex and 
multi-class objects and performed poorly in deal-
ing with noise and changes in images. With the ad-
vancement of machine learning, more sophisticated 
and adaptive recognition methods started to emerge. 
Support Vector Machines (SVM) used for object 
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classification, SVM has been extensively applied in 
face and car recognition tasks [10]. This method can 
separate data efficiently, but requires good param-
eter tuning and may be limited in scalability. Ran-
dom Forests and Boosting These methods, such as 
AdaBoost and Gradient Boosting, allow improving 
classification accuracy by combining weak classifi-
ers 11. Although these approaches provided higher 
accuracy, they still faced limitations in the context 
of scalability, data complexity and require signifi-
cant computational resources.

With the development of deep learning, there 
has been a significant breakthrough in the field of 
object recognition through the application of convo-
lutional neural networks (CNNs) [12]. Some of the 
most famous developments are AlexNet, VGGNet, 
ResNet, YOLO (You Only Look Once) and Faster 
R-CNN [13]. Real-time object detection architec-
tures that process images quickly and can efficiently 
recognise multiple objects simultaneously. YOLO, 
for example, divides an image into a grid and pre-
dicts object classes and their locations in each cell. 
These methods have significantly improved object 
recognition results but require significant computa-
tional power, which is one of their limitations [14]. 
To address the limitations of deep neural networks, 

such as high computational load and the need for 
large amounts of data, hybrid methods have been 
developed including: Converged neural networks 
with pre-trained layers, Machine learning methods 
with data integration [5]. 

Current models do not cope well with low res-
olution or highly noisy images, requiring further 
development of algorithms that are robust to such 
conditions. Developing methods that can handle dif-
ferent types of objects remains an important chal-
lenge. Models trained on one type of object may 
have poor results when recognising objects of a 
different nature. Modern neural networks often act 
as ‘black boxes’, which makes it difficult to under-
stand their solutions, especially in critical applica-
tions such as medicine[15,16].

2.1. The YOLOv7 method 
It is a state-of-the-art algorithm for object de-

tection that continues to build on the principles of 
previous versions of YOLO, improving detection 
accuracy and speed. Unlike older models, YOLOv7 
allows efficient real-time operation, achieving high 
accuracy at lower computational cost. The architec-
ture of the method includes 24 convolution layers, 
4 maximum pooling (Pooling) layers and 2 full-link 
layers, which is illustrated in Figure 1.

Figure 1 – YOLOv7 architecture [10]

The input image is pre-scaled to 640x640 
before processing by convolution network. Ini-
tially, 1x1 convolution is applied to reduce the 
number of channels, after which 3x3 convolu-
tion is used to obtain the 3D output result. ReLU 
is used as the activation function in all layers 
except the last layer where linear activation is 
applied. Additional techniques such as batch 

normalisation are used to prevent overfitting of 
the model.

In the first step, the image (A) shown in Figure 
2 is divided into a grid of size NxN with equal cells. 
In this case, N=4, which is shown in the right im-
age. Each grid cell is responsible for selecting the 
object within it, predicting its class, and calculating 
the probability or confidence.
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Figure 2 – Object detection using the YOLOv8 method

YOLO computes the parameters of the bound-
ing rectangles using a single regression module that 
represents the following vector for each rectangle:

Y = [pc, bx, by, bn, bw, c1, c2]                 (1)

- pc  – probability of object presence in the given 
bounding rectangle..

- bx, by – coordinates of the centre of the rect-
angle relative to the current grid cell.

- bn, bw – height and width of the rectangle nor-
malised with respect to the grid cell dimensions.

- c1, c2 – probabilities of object belonging to cer-
tain classes.

Figure 3 shows the process of calculating the 
parameters of the bounding rectangle using the re-
gression approach.

In most cases, one object in an image can be 
predicted by several grid cells, even if their pre-
dictions do not completely coincide. To filter such 
cells, the Intersection Over Union (IOU) method is 
used, which takes values from 0 to 1. This method 
allows to discard unnecessary cells and leave only 

the most relevant ones. However, setting a thresh-
old for IOU does not always solve the problem be-
cause an object may be associated with multiple 
cells whose output may create noise. To eliminate 
this problem, a non-local maximum suppression 
(NMS) method is applied, which helps to improve 
the detection accuracy by keeping only the best 
predictions.

As shown in previous tests, YOLOv7 shows 
significant improvement over other object detec-
tors. It reduces the number of parameters by 40% 
and reduces the computational cost by 50%, while 
providing faster performance and real-time object 
detection accuracy.

The YOLOv7 architecture is based on previous 
versions of YOLO such as YOLOv4, Scaled YO-
LOv4 and YOLO-R. The main innovation in YO-
LOv7 is the integration of the Enhanced Effective 
Ensemble Level Network (E-ELAN), which im-
proves the model’s ability to learn a variety of fea-
tures, promoting better learning. Figure 4 shows the 
depth and composite scaling implemented using the 
fusion-based model.
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Figure 3 – Regression of the bounding box

Figure 4 – Combined depth and width scaling for the fusion-based model.

2.2 The SSD method
SSD (Single Shot MultiBox Detector) [9] is 

based on an underlying convolutional neural net-
work (CNN) such as VGG or ResNet, which are 
used to extract features from the input image. The 
CNN processes the image and generates a set of 
feature maps, each representing information about 
objects at different scales.

These feature maps allow SSDs to efficiently 
detect objects of different sizes using a multi-level 
architecture. Predictions are created simultaneously 
for multiple aspect ratios and scales, ensuring ac-
curate and fast object detection in a single pass 
through the image.

SSD (Single Shot MultiBox Detector) uses fea-
ture maps extracted from multiple CNN layers to 

collect information about different scales. These 
feature maps, shown in Figure 5, have different spa-
tial resolution and level of semantic detail.

In the example of the SSD 300 model, the in-
put image is a frame of size 300x300 pixels. This 
image is first processed by the standard convolu-
tional layers of the VGG-16 model, which extract 
features. Specialised convolution layers are then 
added to the VGG-16 output data to create feature 
maps for different scales. The spatial dimensional-
ity of these maps is reduced to unity, and each of 
these specialised layers allows the construction of a 
map reflecting different image scales (see Figure 5). 
In these maps, each 3×33 \times 33×3 pixel region 
may contain a bounding rectangle corresponding to 
a reference designation.
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Figure 5 – Multiscale object maps for object detection using the SSD method

All feature maps are combined into a single 
output layer containing information about 8732 
potential bounding rectangles. For each region, the 
following are described: feature class (C_1), centre 
coordinates (x,y), width (ω) and height (h) adjust-
ment parameters of the bounding rectangle (see 
Fig. 6).

The non-local maximum suppression (NMS) 
method is applied to select a finite set of bounding 

rectangles from all 8732, providing accurate and ef-
ficient object detection.

SSD convolutional predictors perform predic-
tions based on building blocks (anchor blocks) 
for each feature map. For each such block, SSD 
predicts: class probabilities for different feature 
categories and offsets to adjust the anchor block 
coordinates to match the ground truth bounding 
rectangles.

.
Figure 6 – Default Generetion field

Since multiple binding blocks may overlap and 
be associated with the same object, SSD uses a non-
local maximum suppression (NMS) method. This 
method removes redundant predictions, leaving 
only the most reliable detection, blocking the oth-
ers that have significant overlap (based on the IOU 
value).

Through the use of multi-scale feature maps 
and georeferencing blocks, SSD efficiently detects 
objects of different sizes and aspect ratios. It per-
forms object detection and localisation in a single 
pass, making it faster than two-stage detectors such 
as Faster R-CNN. However, the weakness of SSD is 
the possible difficulties in detecting small objects or 
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objects with large scale differences in a single im-
age.

Despite this, SSD remains a widely used archi-
tecture and has served as the basis for the develop-
ment of many state-of-the-art object detection tech-
niques.

2.3. Faster R-CNN method
Figure 7 shows the flowchart of the Faster R-

CNN method[8], which consists of two main com-
ponents: the regional recommendation network 
(RPN) and the Fast R-CNN. The input image is 
fed through a convolutional neural network (e.g., 
VGG16 or ResNet), which generates a feature 
map. This map captures visual information at dif-
ferent levels of abstraction and scales. The RPN 
scans the feature map using small windows (an-
chors) at different positions and scales. For each 
anchor, the following are predicted: the probability 
of object presence (Object Estimate) and the re-
fined coordinates of the bounding rectangle. Based 
on the probability, RPN filters the anchors, leaving 
the best NNN with the highest scores (where NNN 

is a hyperparameter). The filtered anchors are con-
sidered as potential regions of interest (RoI). The 
RoI Align procedure aligns the regions of interest 
to a fixed spatial size, regardless of their original 
size. This allows subsequent layers of the network 
to process RoIs efficiently. Fast R-CNN takes RoI 
features as input and solves two problems: assign-
ing classes (e.g., human, car, dog) and refining the 
coordinates of bounding rectangles for accurate lo-
calisation. The output includes the predicted object 
classes and the refined coordinates of their bound-
ing boxes. NMS eliminates redundant and overlap-
ping predictions. The most valid predictions for 
each object class are retained. After NMS, final 
bounding boxes are left containing: object location 
coordinates, dimensions, Class Labels, and confi-
dence scores.

The Faster R-CNN method provides accurate 
object detection and localisation. Due to its two-
stage architecture, it achieves high accuracy, al-
though its processing speed is slower than single-
pass detectors (e.g. SSD or YOLO).

Figure 7 – Workflow of the Faster R-CNN method

Faster R-CNN offers high accuracy and effi-
ciency in object detection by combining the Re-
gional Recommendation Network (RPN) and Fast 
R-CNN. RPN generates regional suggestions, 
while Fast R-CNN performs object classification 
and bounding rectangle coordinate refinement. The 
joint use of convolutional features between RPN 
and Fast R-CNN provides end-to-end training, 

which allows the model to efficiently perform both 
tasks: sentence generation and object classifica-
tion.

Table 1.1 is a comparative analysis of YOLOv7, 
SSD and Faster R-CNN methods, which helps to 
identify their strengths and weaknesses. This analy-
sis aims at selecting the most appropriate method 
for a particular object recognition task.
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Table 1.1 – Comparison of advantages and disadvantages of object recognition methods.

Method Advantages Disadvantages

YOLOv7
Very high speed of operation. 
- Versatility for a wide range of objects. 
- Compactness for embedded devices.

-Can lose accuracy when detecting small objects. 
- Less accuracy compared to two-stage methods.

SSD
-High speed when detecting objects of different 
scales. 
- Good balance between accuracy and performance.

- Problems with detection of small objects. 
- Lower accuracy compared to more sophisticated 
methods.

Faster R-CNN

-Faster than R-CNN due to Region Proposal 
Network (RPN). 
- High Accuracy. 
- Suitable for detection and segmentation.

-Complex architecture. 
- Performance may degrade with limited data.

3. Results

The performance of object recognition meth-
ods such as YOLOv7, Faster R-CNN and SSD is 
actively investigated in scientific work related to 
real-world object recognition and identification. 
These methods have been evaluated based on sev-
eral key metrics: speed of performance (including 
FPS – frames per second). Object recognition ac-
curacy – the ability to correctly identify and localise 
objects. Classification error function – a measure of 
errors in identifying object classes. Localisation ef-
ficiency – accuracy in determining the coordinates 
of bounding boxes.

Object recognition is a computer vision task 
aimed at identifying objects and their locations in 
images or video frames. The main goal is to provide 
accurate information about the objects present and 
their attributes.

Factors affecting the effectiveness of methods: 
The specific application (e.g. medical imaging or 
traffic analysis). The dataset used. The available 
computing resources. The requirements for speed 
and accuracy.

A specially created dataset was used for the ex-
periments.:

• Objects: 7 types.
• Number of images: 1000.
• Total number of objects: 8157.
• Data split:
o 700 images for training.
o 200 images for validation.
o 100 images for testing.

Photos were taken with a mobile phone camera, 
which emphasizes the realism of the conditions. 
Each of the methods has its strengths and weakness-
es. The YOLOv7 method is the leader in speed, es-
pecially useful for real-time applications. The Faster 
R-CNN method provides the highest accuracy due 
to a more complex architecture, but is slower. The 
SSD method balances between speed and accuracy, 
suitable for applications with an average load. The 
results of the study help to choose the appropriate 
method depending on the specifics of the problem 
and available resources.

The Python programming language and the 
Google Colab platform were used to train the YO-
LOv7 model. Training was performed on the pre-
viously described dataset, using two different num-
bers of epochs: 50, 100 epochs.

The results achieved at these stages of training 
are presented in Figures 9 and 10, which demon-
strate the progress of the model accuracy depending 
on the number of epochs.

Training the model on the Google Colab plat-
form allows for efficient use of GPU resources, 
which speeds up the training process. Achieving 
optimal model accuracy with different numbers of 
epochs illustrates the importance of choosing an ap-
propriate number of iterations to balance accuracy 
and overfitting. 

The Faster R-CNN, YOLOv7, and SSD meth-
ods were used in the study. Each method was ex-
tracted and trained on manually collected datasets. 
The error functions of the YOLOv7, Faster R-CNN, 
and SSD methods are shown in Figure 11.
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Figure 8 – Error function of the YOLOv7 method

Figure 9 – Precision result of SSD method

Figure 10 – Precision result of Faster R-CNN method
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Figure 11 – Study of the effectiveness of methods.

4. Conclusions

In this study, three modern object detection 
models were analyzed and compared: YOLOv7, 
Faster R-CNN, and SSD. Each of these architec-
tures has its own unique advantages and limita-
tions, making them suitable for different computer 
vision tasks. YOLOv7 showed the best results in 
terms of detection speed and accuracy. Thanks to 
its single-stage architecture, the model provides 
high performance in real time, which is especially 
important for applications that require fast process-
ing, such as video surveillance and autonomous 
systems. Faster R-CNN stands out for its high ac-
curacy in detecting complex objects, especially in 
conditions of a large number of occlusions or small 
details. However, its two-stage architecture makes 
the model more resource-intensive, which limits its 
use in systems with limited computing power. SSD 
(Single Shot MultiBox Detector) offers a balanced 
approach between speed and accuracy. It is less ac-
curate compared to YOLOv7 and Faster R-CNN, 
but demonstrates good performance when process-
ing medium-resolution images and a small number 
of objects.

Thus, the choice of model should be based on 
the characteristics of the task. For real-time tasks, 
preference should be given to YOLOv7. Faster R-
CNN is advisable to use in scientific research and 
applications where accuracy is more important than 
speed. SSD is a universal solution for systems with 
limited computing resources. Further research can 
be aimed at optimizing existing models and creating 
hybrid architectures that combine the advantages of 
high accuracy and speed.
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