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ANALYSIS OF SPATIO-TEMPORAL CONVOLUTIONAL  
NEURAL NETWORKS FOR THE ACTION DETECTION TASKS

Abstract. This study investigates the effectiveness of Spatio-Temporal Convolutional Neural Net-
works (ST-CNNs) for action detection tasks, with a comprehensive comparison of state-of-the-art mod-
els including You Only Watch Once (YOWO), YOWOv2, YOWO-Frame, and YOWO-Plus. Through 
extensive experiments conducted on benchmark datasets such as UCF-101, HMDB-51, and AVA, we 
evaluate these architectures using metrics like frame-based Mean Average Precision (frame-mAP), video-
mAP, computational efficiency (FPS), and scalability. The experiments also include real-time testing of 
the YOWO family using an IP camera and RTSP protocol to assess their practical applicability. Results 
highlight the superior accuracy of YOWO-Plus in capturing complex spatio-temporal dynamics, albeit 
at the cost of processing speed, and the efficiency of YOWO-Frame for live applications. This analysis 
underscores the trade-offs between speed and accuracy inherent in single-stage ST-CNN architectures. 
Our findings from the comparative analysis provide a robust foundation for the development of real-time 
systems capable of efficient and reliable operation in action detection tasks.

Key words: action detection, convolutional neural networks, spatio-temporal convolutional neural 
networks, YOWO.

1. Introduction

Recent success in solving problems of classifi-
cation or localization of objects in an image is due to 
the long-term development of two-dimensional spa-
tial convolutional neural networks, over the years 
two-dimensional CNNs have achieved excellent re-
sults. The application of such a deep neural network 
to recognize complex images, such as actions, has 
been done in the following works [1], [2]. But, as 
the name implies, such a deep neural network archi-
tecture is mainly used to find spatial features in data, 
which means that in most cases they can identify 
some patterns only judging by a single image. But 
to identify complex features in the data, such an ar-
chitecture is often not enough to solve the problem 
of detecting the effect. To do this, spatiotemporal 
convolutional neural networks are used to process a 
more complex data structure, which is four-dimen-
sional data, where in addition to the channel, height 
and width of the image, there is also a fourth dimen-
sion – the frame. Three-dimensional convolutional 
neural networks are used for convolution for such 
a complex data structure. They make it possible to 
identify spatio-temporal characteristics in the data 
for further detection of actions [3-6].

Existing architectures using 3D convolution for 
the action detection tasks, should be classified ac-
cording to the expected environment used:

1. Causality-driven architecture, which relies 
only on the current or previous frames and does not 
depend on future frames for its operation (allowing 
for online processing) [7], [8].

2. Predictive(anticipatory) architecture. This 
type of architecture incorporates future frames 
alongside current and past ones to make decisions 
or predictions. So, that’s why we can’t use them for 
online processing [9], [10].

Based on their approach to data processing and 
analysis, architectures for detecting actions can be 
divided into two varieties:

1. Single-stage Architectures. Single-stage ar-
chitectures are aimed at detecting actions directly 
from video frames without the preliminary stage of 
selecting candidate areas. The only single-stage ar-
chitectures for detecting actions are the You Only 
Watch Once (YOWO) family of architectures. They 
work by directly predicting classes of actions and 
their localizations in one pass, which ensures high 
processing speed.

2. Two-Stage Architectures. Unlike single-stage 
architectures, they work in two stages: first they 

https://doi.org/10.26577/jpcsit2024-v2-i4-a3
https://orcid.org/0009-0007-5843-8995
https://orcid.org/0000-0002-5336-687X
https://orcid.org/0000-0003-4699-0436


27

N. Azatbekuly et al.

generate region proposals that may contain actions, 
and then classify these proposed areas and clarify 
their localization. Examples of such system is [1], a 
two-dimensional action recognition model for sur-
veillance systems. Another example is [11], which 
is a tracking-based two-stage framework for spatio-
temporal action detection. Although these models 
can achieve high accuracy through a more thorough 
analysis of each proposed area, they face several 
challenges. The problem with such an architecture 
is low speed, since several box proposals are made 
for each frame, considering the time coupling in 3D 
CNN-s, as well as the presence of a local optimum 
in the presence of several CNN blocks (many mod-
ern architectures take advantage of both 2D and 3D 
CNN), which leads to difficulties in optimizing the 
architecture.

While the field of Spatio-Temporal Convolu-
tional Neural Networks (ST-CNN) has seen some 
advancements, comprehensive analysis remains 
relatively sparse [12], [13]. Among the notable con-
tributions, a Spatio-Temporal Attention (STA) net-
work that innovatively addresses the limitations of 
traditional 3D CNNs by differentiating the impor-
tance of video frames both spatially and temporally, 
significantly enhancing action recognition and de-
tection in complex video sequences was introduced 
in [14]. This STA network demonstrates state-of-
the-art performance on benchmark datasets such as 
UCF-101 and HMDB-51. On the other hand, the 
authors in [15] propose the Spatio-Temporal Pro-
gressive (STEP) action detector, a novel progressive 
learning framework that refines spatio-temporal 
proposals over multiple steps, effectively adapt-
ing to the dynamic nature of actions in videos and 
achieving impressive results on UCF101 and AVA 
datasets. The work in [16] explores a lightweight ac-
tion recognition architecture that synergizes CNN, 
LSTM units, and a temporal-wise attention model 
to efficiently process RGB data for human action 
recognition, showcasing the potential of combining 
spatial and temporal analysis in a cohesive frame-
work. Despite these innovative approaches, the 
exploration of ST-CNNs, particularly in terms of 
in-depth analysis and optimization for diverse ap-
plications, remains an area ripe for further research 
and development.

In this work, we will focus on analyzing the 
family of fast and advanced You Only Watch Once 
(YOWO) architectures in the context of testing on 
your own computer and in various datasets: HMDB-
51, AVA, UCF-101. 

The primary contribution of this study lies in our 
comprehensive analysis of the most advanced and 
efficient architectures for spatio-temporal convolu-
tional neural networks (STCNNs), with a particular 
focus on enhancing the detection of actions in video 
streams. Our work meticulously evaluates both the 
performance and processing speed of leading-edge 
models, thereby shedding light on their potential to 
significantly advance the field of video analysis.

2. Materials and Methods 

In this section, we describe the methods and 
datasets employed in our study to evaluate the per-
formance of ST-CNNs for action detection. The 
methodology centers around the detailed analysis 
of the YOWO family of architectures, which are re-
nowned for their capability to process video streams 
efficiently in real-time. We also outline the datas-
ets used for benchmarking the models, providing 
insights into their structure, diversity, and applica-
bility for various action recognition tasks. By com-
bining innovative architectural enhancements with 
comprehensive dataset evaluations, this study aims 
to establish a robust framework for advancing the 
field of real-time video analysis.

The following subsections provide an in-depth 
discussion of the YOWO architecture and its varia-
tions, followed by a detailed description of the data-
sets utilized in our experiments.

2.1. Spatio-temporal convolutional neural net-
works

The You Only Watch Once (YOWO) architec-
ture, described in Figure 1, represents an innova-
tive approach to detecting actions in video streams, 
effectively combining the advantages of both 2D 
and 3D convolution neural networks for video data 
analysis. YOWO’s work is based on extracting spa-
tial features from the current frame using 2D-CNN, 
while 3D-CNN is used to model spatiotemporal 
features from a sequence of previous frames. This 
dual strategy allows the model not only to recognize 
objects and their configurations within the frame, 
but also to understand the dynamics of their changes 
over time, which is critical for accurate detection of 
actions.

To improve the performance and efficiency of 
feature processing, YOWO integrates advanced 
technologies such as Darknet-19 and ResNext-101, 
which serve as a powerful basis for the primary pro-
cessing of visual information. The key point in the 
YOWO architecture is the use of a channel-wise at-
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tention mechanism, which allows the model to focus 
on the most significant features, ignoring less im-
portant information. This is achieved by effectively 

combining features, where important channels are 
amplified and unimportant ones are suppressed, 
thereby improving the quality of final predictions. 

Figure 1 – YOWO architecture

In addition, the architecture uses the channel 
fusion technique, described in Figure 2, which 
provides a rough concatenation of features from 
different networks, despite their different number 
of channels. This is complemented by a small pre-
processing using simple CNNs, which improves 
integration and interaction between heterogeneous 
data. An important feature of YOWO is also the 
use of Gram matrices to display inter-channel de-
pendencies, which allows the model to more ac-
curately determine which channels contribute to 

the overall information and how they interact with 
each other. 

The use of the attention map and the learnable 
scalar parameter alpha further enhances the model’s 
ability to adapt and integrate original and trans-
formed features, providing a deeper understanding 
of video content. This combination of technologies 
and techniques makes the YOWO architecture an 
extremely powerful tool for detecting actions in real 
time, offering significant improvements in accuracy 
and speed compared to traditional approaches.

Figure 2 – CFAM mechanism

The further development of such an integrated 
approach combining the advantages of two-dimen-
sional and three-dimensional convolutional neural 
networks to identify feature map and the use of At-

tention mechanisms that implement the selection of 
the most important features led to the development 
of the YOWO architecture and led to the emergence 
of YOWOv2, YOWO-Plus and YOWOF.
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The YOWOv2 is a significant improvement over 
the previous YOWO model, demonstrating superior 
accuracy and processing speed due to several key 
architectural innovations. YOWOv2 implements a 
multi-level detection scheme that allows you to de-
termine actions of various scales. This is achieved by 
implementing a simple and efficient 2D framework 
with the feature pyramid network, which improves 
the extraction of various levels of classification 
and regression features. As a result, the YOWOv2 
family was created, including the YOWOv2-Tiny, 
YOWOv2-Medium and YOWOv2-Large variants, 
which provides flexibility in applying the model on 
platforms with different computing power. 

YOWO-Plus is an advanced version of the orig-
inal YOWO architecture, which has been optimized 
by YOWO from three points of view: backbone, la-
bel assignment, and loss function. One of the key 
innovations was the use of improved pre-trained 
weights for the YOLOv2 component, which were 
retrained to achieve better performance compared to 
the official version of YOLOv2. This made it pos-
sible to significantly increase the accuracy of detect-
ing actions. In addition, the tag assignment system 
was optimized, which helped to improve the ac-
curacy of recognizing actions. The introduction of 
IoU losses for box regression was another signifi-
cant step towards more accurate definition of object 
boundaries, which, together with previous improve-
ments, led to a noticeable increase in the overall per-
formance of the YOWO-Plus system. 

The YOWOF architecture unlike previous ver-
sions, YOWOF uses multiple encoders to process 
each frame of the video separately. This helps to 
identify various spatial objects, such as textures and 
shapes, that may indicate actions or activities. Next, 
a temporal encoder is introduced, which consists 
of several levels of convolutional LSTM modules 
(ConvLSTM). These modules help to capture time 
dependencies in video data by analyzing sequences 
of spatial objects from frames. ConvLSTM layers 
sequentially process the video stream, determining 
which actions occur in time. Thus, YOWOF com-
bines spatial and temporal features for more ac-
curate detection of actions in real-time video. This 
architecture sacrifices some of the temporal context 
that could be obtained by analyzing multiple frames 
in favor of faster processing time and reduced com-
putational load.

2.2. Datasets
For action detection tasks, one of the following 

three datasets is usually used: UCF101, HMDB-51, 
AVA. 

UCF-101 is one of the most well–known da-
tasets for video analysis and action recognition. It 
contains 101 categories of activities that include a 
wide range of activities such as sports activities, 
musical instruments and daily activities, see Fig-
ure 0. The dataset consists of 13,320 video clips 
collected from YouTube, which makes it diverse 
and representative for training and testing action 
recognition algorithms. The video clips in UCF-
101 represent real scenes with variable lighting 
conditions, backgrounds and points of view, which 
makes the dataset difficult for video processing al-
gorithms.

 HMDB-51 is a dataset consisting of 6,766 clips 
divided into 51 categories of actions. These activi-
ties cover various aspects of human activity, includ-
ing gestures, physical activity, and human inter-
action with objects, see Figure 0. The dataset was 
compiled from various sources, including archival 
materials, films and publicly available video materi-
als, which ensures its high variability and complex-
ity. HMDB-51 is designed to test and evaluate al-
gorithms for recognizing actions in the real world, 
considering the complexity and diversity of human 
actions. 

AVA (Atomic Visual Actions) is a relatively 
new dataset designed for more detailed analy-
sis of actions in video. It includes annotations for 
over 80,000 video clips extracted from films and 
describes actions at the level of individual frames 
with precise timestamps 4 and spatial localizations, 
see Figure 0. AVA focuses on “atomic” actions, i.e. 
basic, noncomposite actions that can be precisely 
defined and classified. This makes it especially use-
ful for developing and testing algorithms capable of 
recognizing and interpreting complex, composite 
actions in a video. 

Tests were performed on these three datasets, 
which are described in the next section.

2. Results and discussion

This section analyzes the performance of sin-
gle-stage spatio-temporal CNNs, particularly the 
YOWO family, using FPS, frame-mAP, and video-
mAP metrics. For the test, CUDA was used to in-
crease computing power, with an NVIDIA GeForce 
GTX 1660 SUPER graphics card. 

For the AVA dataset, our results indicate that 
the YOWO-Plus architecture achieves remarkable 
precision. Figure 3 summarizes the performance of 
YOWO-Plus, highlighting its frame-mAP, video-
mAP, and FPS.
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Figure 3 – Comparison of FPS, frame-mAP, video-mAP 
of the YOWO family of algorithms on the AVA dataset

Turning our attention to the HMDB-51 dataset, 
we observe a similar trend of performance improve-
ment with YOWO-Plus. The algorithm demon-
strates its robustness across a variety of action sce-
narios, maintaining high precision while ensuring 
real-time processing. The corresponding diagram in 
the Figure 4, details the algorithm’s performance, 
highlighting its superior frame-mAP and video-
mAP compared to other single-stage architectures.

Furthermore, when evaluating the UCF-
101 dataset, the YOWO-Plus and YOWOFrame 
models show a notable enhancement in pro-
cessing speed and accuracy. The YOWOFrame 
stands out for its exceptional speed, operating at 
a frame rate significantly faster than other mod-
els without a considerable sacrifice in accuracy. 
The results for this dataset are summarized in a 
Figure 5.

Figure 4 – Comparison of FPS, frame-mAP, video-mAP 
of the YOWO family of algorithms on the HMDB-51 dataset
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Figure 5 – Comparison of FPS, frame-mAP, video-mAP 
of the YOWO family of algorithms on the UCF-101 dataset

Tables 1–3 reveal a trade-off in the YOWO fam-
ily between speed and accuracy. YOWO-Plus offers 
the best accuracy but slower FPS, while YOWO-
Frame excels in real-time detection. Future work 
could focus on improving this balance and expand-
ing tests to diverse datasets. 

Table 1 – The results of testing YOWO algorithms on the AVA 
dataset

Model FPS Frame-mAP Video-mAP
YOWO 22 65.4% 63.2%

YOWOv2 20 67.8% 63.5%
YOWO-Plus 18 70.2% 68.1%

YOWOF 30 60.5% 58.3%

Table 2 – The results of testing YOWO algorithms on the 
HMDB-51 dataset

Model FPS Frame-mAP Video-mAP
YOWO 24 59.1% 57.8%

YOWOv2 22 61.3% 59.7%
YOWO-Plus 19 63.7% 62.4%

YOWOF 32 55.0% 53.5%

Table 3 – The results of testing YOWO algorithms on the UCF-
101 dataset

Model FPS Frame-mAP Video-mAP
YOWO 26 72.3% 70.1%

YOWOv2 24 74.6% 72.4%
YOWO-Plus 21 76.8% 74.5%

YOWOF 35 68.9% 66.7%

During our research into the practical applica-
tion of the YOWO algorithm, we conducted a live 
demonstration to test its real-time action detection 
capabilities. Using an IP camera, we broadcast vid-
eo footage in real time over the real-time streaming 
Protocol (RTSP). The video stream was captured 
and processed using the OpenCV library. Once the 
video stream was captured, it was transferred to a 
pre-trained YOWO model running on a local com-
puter. The model processed incoming frames in real 
time, detecting and classifying actions as they oc-
curred. The output of the YOWO model included 
both action labels and their corresponding bounding 
boxes inside video frames, demonstrating its ability 
to identify and localize multiple actions simultane-
ously. Results are shown in Figure 6. 
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Figure 6 – Demonstration of the inference of the YOWO

In summary, this analysis provides practical 
insights for selecting suitable models in real-time 
video analysis, advancing the field of action detec-
tion technology.

3. Conclusions

In conclusion, our study in the field of spatio-
temporal convolutional neural networks using the 
YOWO family of architectures, provided a key 
insight into action detection. This study aimed 
to demonstrate the various trade-offs associated 
with the four distinct YOWO architectures when 
applied to action detection tasks. Our careful as-
sessments across diverse datasets such as AVA, 
HMDB-51, and UCF-101 have demonstrated the 
robustness and adaptability of the YOWO frame-
work, particularly spotlighting the advanced per-
formance of the YOWO-Plus and YOWO-Frame 
variations. We used 3 metrics to benchmark these 
architectures, namely FPS, frame-mAP and video-
mAP. 

YOWO-Plus emerged as the top performer 
across all evaluated datasets, albeit with the low-
est frames per second (FPS), indicating a trade-off 
between accuracy and speed. In contrast, YOWO-
Frame delivered quicker performance, achiev-
ing relatively high scores in both frame-mAP and 
video-mAP metrics, proving to be a more suitable 
option for live action-detection tasks. These results 
significantly contribute to the field of video analy-
sis, providing a robust framework for real-time ac-
tion detection and laying the groundwork for future 
technological developments. Our empirical evalua-

tions, including live tests conducted via an IP cam-
era with RTSP protocol support facilitated by the 
OpenCV library, validate the practical applicability 
of YOWO models for real-time deployment. The 
proficiency of YOWO models in processing live 
video feeds efficiently, coupled with their notable 
accuracy in action detection, stresses their potential 
for an array of real-world applications, from surveil-
lance systems to interactive media.
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